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A. Introduction  

A.1 Background and Project Goal 

urrent U.S. health care systems -- structured and optimized for reacting to crisis and managing 
illness -- are facing new challenges: rising health care spending. The overall health care 
expenditures in the United States reached $1.8 trillion in 2004 with almost 45 million Americans 

uninsured. It is projected that health care expenditures will reach almost 20% of the Gross Domestic 
Product (GDP) in less than one decade, threatening the wellbeing of the entire economy [1, 2]. 

Tele-healthcare would largely benefit our society by improving life quality as a result of providing 
coordinated and continuous care for patients and highly effective tools for decision support. Especially, 
tele-healthcare system plays important roles when we face deadly viruses today. By summer of 2009 
Swineflu virus has spread over 60 countries, imposing an unprecedented threat to the world. By using a 
low-cost, wireless-sensor-based (<$100 each sensor) tele-healthcare monitoring system, a doctor’s office 
can remotely collect patients’ body parameters at any time and make timely treatment decisions [3].       

Tele-healthcare Computing (THC), which targets the computing engineering / science topics in 
tele-healthcare research, has become one of the hottest research fields today. For example, CardioNet is 
the first service provider of mobile cardiac outpatient telemetry (MCOT) in the U.S. for monitoring of a 
patient’s heartbeat [4]. A combined hardware / software platform, known as CodeBlue [5], provides 
protocols for bio-signal collection and multi-hop routing, besides SMART [6] and WiiSARD [7]. 

Project Goal: This project will establish a research infrastructure for the cutting-edge studies on 
tele-healthcare accuracy (noise-resistant medical signal processing), reliability (error-resistant medical 
data transmission), and security (attack-resistant medical data sharing). Especially, we will build two 
types of research primitives (see Fig.1): (1) Individual hardware / software primitives for 4 sub-systems 
(body sensing, signal measurement, patient monitoring, and system control); (2) Co-design primitives with 
re-adaptable hardware/software interactions to enable compelling ARS (Accuracy, Reliability, and 
Security) research opportunities. In addition, the THC research primitives will be converted into 
educational labs through a multi-level, building-block-based class lab development approach.         
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Overcome system errors, radio 
interference, and circuit noise. 
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Hardware primitives: ECG/EEG sensors, medical data phone, medicine RFID tag, medical server, etc. 
Software primitives: Heart beat pattern recognition, mental health signal analysis, networking, etc. 

 
Fig.1 Tele-Healthcare Infrastructure: Enable Research of Accuracy, Reliability and Security (ARS) 

 
In the following discussions we will provide more background knowledge on ARS research:     
(1) Accuracy (i.e., noise-resistance): Lots of system noise (coming from patient organs, circuit 

thermal noise, electricity current oscillation, etc.) can be mixed into medical sensing data, which makes 
accurate medical signal pattern detection very difficult. A typical example is that a brain sensor cannot 
obtain accurate neural activity data due to the noise caused by eye blinking [8]. Therefore, much research 
is conducted on noise-resistant medical signal collection and recognition [8-10].  
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(2) Reliability (i.e., error-resistance): It is extremely important for a tele-healthcare system to be 
fault-tolerant [11-13], i.e., reliably delivering medicine-taking instructions and other diagnosis results to a 
patient even though medical errors (such as intermittent bio-signal data missing) could occur in the 
system. Moreover, THC typically uses wireless networks (such as wireless sensor networks) to achieve 
remote monitoring. Thus reliability also means overcoming high data loss rate due to radio interference. 
Reliability also means overcoming dynamic communication topology due to patient movement.  

(3) Security (i.e., attack-resistance): An important concern needs to be addressed before any 
THC platform is deployed in the nation, that is, the system should support strong medical security [14-17]: 

U.S. HHS issued patient privacy protections as part of the Health Insurance Portability and 
Accountability Act of 1996 (HIPAA). HIPAA included provisions designed to encourage electronic 
transactions through networks and also required new safeguards to protect the security and 
confidentiality of electronic health information. Health insurers, pharmacies, doctors and other 
healthcare providers were required to comply with these federal standards beginning April 14, 2003.  

-- See HIPAA Privacy Rule [18], U.S. Department of Health and Human Services 

As a matter of the fact, many hospitals and patients are afraid of using electronic systems because 
of immature patient privacy-preserving technology [19]. For example, a patient may carry RFID tag that 
corresponds to the patient’s profile data in the medical database. The disclosure of data during RFID tag-
to-reader communications can cause the violation of patients’ privacy. 
 
A.2 Intellectual Merits 

Contribution 1: Developing Essential Backbone Primitives for 4 Tele-healthcare Sub-systems.    

This project will first build “bricks of the building”, i.e., important hardware and software primitives 
that are commonly used in the infrastructure backbone. Specifically, we will design individual primitives for 
the following 4 infrastructure sub-systems: (1) Body bio-signal sensing units (such as heart beat sensor). 
(2) Signals measurement units (such as spectrum analyzer, etc). (3)  Remote patient monitoring units 
(such as wireless networking systems). (4) System management software units running in the medical 
server for system control purpose (such as medical database management).  

For some hardware primitives with high-resolution requirements on data collection (such as brain 
signal sensor), instead of simply purchasing commercial products (which are expensive, and typically not 
re-programmable), we aim to design extra-portable, low-cost circuits based on VLSI chip design. Such a 
customization approach allows flexible research experiments through re-programmable chip interfaces.    

Contribution 2: Building Plug-and-Adapt, ARS-Oriented Co-Design Primitives. 

Our above hardware /software primitives do not operate independently. Instead, a series of 
hardware /software co-design primitives will be built to integrate those basic primitives to achieve different 
ARS research goals. As shown in Fig.2, a typical tele-healthcare system includes: (1) local patient 
sensing through a body area network (BAN), (2) different types of medical transmission approaches (such 
as sensor networks, cellular networks), and (3) system management in the medical server. Each sub-
system (in the patient, network or doctor sides, see Fig. 2) consists of a series of task-oriented co-
design primitives, which are based on the integrated hardware /software design.  

Since the THC infrastructure is built to enable NEW research, our co-design primitives will be built 
as plug-and-adapt, i.e., they have flexible interfaces for new task functionalities. For instance, we will 
build a co-design primitive on hop-to-hop packet loss recovery to serve as a reliability research baseline. 
However, one can easily revise the software interface to adapt to new loss recovery algorithms.     
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Contribution 3: Developing Inter-domain Programming Environment and Integrative Evaluation / 
Test Tools for Fast and Reliable System Development.  

Our THC infrastructure will provide an inter-domain programming environment with seamless 
integration of the following domains: tele-healthcare sensor models, bio-signal analysis, tele-healthcare 
computational and communication resources. To achieve such a goal, we will develop a set of tools for 
the performance test of a new developed sub-system that is added to the infrastructure. Such tests are 
under a unified theoretical and numerical framework. Based on the test results, the individual or co-design 
primitives in the research infrastructure can be improved in the next design iteration. 

Figure 3 illustrates the relationship among the above three contributions: the theme of this 
project is to develop a computing research infrastructure (CRI) based on tele-healthcare data processing 
hardware /software to enable remote patient monitoring and diagnosis. To achieve such a goal, 
Contribution 1 targets the distributed system operations in each backbone primitive. Contribution 2 
builds a reconfigurable platform with ARS-oriented co-design primitives. And Contribution 3 provides 
performance evaluation /test tools to enable fast and reliable THC design and development.  

 Programming 
Developer 

Contribution 2:  Plug-and-Adapt, ARS-Oriented 
                            Co-Design Primitives 

Sub-system 
test tools 

Contribution 3: Inter-Domain 
     Performance Evaluation /Test Tools 

 Contribution 1:  Important Hardware/Software  
            Primitives for Infrastructure Backbone
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RFID control Data processing 

Plug-and-play, customized component design  

Noise-resistance Fault-tolerance 

Attack-resistance Adaptive Interface

Task-specific Co-Design for ARS research 
 

 
Fig. 3 Relationship among the 3 main innovations of the proposed THC research infrastructure 

 

B. Infrastructure Establishment  
Infrastructure Overview: Our proposed THC infrastructure consists of 4 sub-systems (see 

Fig. 4): Part 1: Sensing. In this part, we design a series of medical sensors with 3 capabilities: life 
parameters sensing, local bio-signal CPU processing, and RF (Radio Frequency) communications. 
Besides, Part 1 also includes RFID reader. Part 2: Signals: Signal analysis is important to the detection 
of medical system noise. Part 3: Networking: This part emphasizes the networking functionalities 
through wireless systems such as medical sensor networks. Part 4: System: This part controls the tele-
healthcare system operations through the software primitives in the medical server.  

 
Enabled New Research: THC Infrastructure: 

Hardware Primitives (VLSI 
manufacturing or purchasing): 
Medical sensors, RFID readers 
/tags, Spectrum analyzer, medical 
server, RF motes, etc. 

Software Primitives: (Driver, 
Toolkits, program interfaces): 
Sensing rate control, medical 
networks, medical data mining, 
signal generating programs, etc. 

Part 1. Sensing

Part 2. Signals 

Part 3. Network

Part 4. System

 (1) Accuracy: Accurate medical 
data sensing, processing, and 
interpretation. Correct diagnosis.   

 (2) Reliability: Overcoming medical 
errors; Reliable medical data 
transmission; fault tolerance.   

 (3) Security: Patient privacy 
preserving, source authentication, 
medical database security.   

 

Fig. 2 Hardware & software primitives: Co-Design 
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Fig. 4 THC Insfrastructure Architecture 

 B.1 Hardware Primitives Development 

We will first explain hardware primitives to be built in our research infrastructure. The purpose of 
hardware primitives is to collect, process, and transmit healthcare parameters (see Table 1). 

 
Healthcare parameters Alert conditions [3] 

Oxygen saturation SpO2 < 90% (default values, adjustable) 
Bradycardia Heart beat Rate (HR) > 40 bpm (adjustable) 
Tachycardia HR > 150 bpm (default values, adjustable) 
 HR change | ∆HR per 5 minutes | > 19% 

Blood Pressure change Systolic or diastolic change >  ± 11 % 

 
B.1.1 Part 1 (Sensing) Hardware Primitives: Part 1 of the infrastructure includes medical 

sensors, RFID, and other portable devices. Typically, a patient could carry the following hardware units 
(see Fig.5): (1) ECG (Electrocardiograph) sensor, see Fig.6 (a). It uses at least 3 leads to measure heart 
beat signals to detect heart disease; (2) EEG (Electroencephalography) sensor, measuring brain signals 
for mental health problems; (3) EMG (Electromyography) sensor, measuring the patient’s muscle 
movement status; (4) RFID reader to read RFID tags. The tags can be attached to a medicine bottle to 
monitor patient’s medicine-taking. Fig.6 (b) shows a mini RFID reader by SkyeRead Inc. (5) Patient 
simulator (Fig.6 (c)): In many cases it may not be easy to find real patients to test those sensors. We 
propose to use patient simulators (such as Model 430B ECG simulator by Medi Cal Instruments, see 
Fig.6 (c)) to generate medical signals (such as normal or disease-like signals).  

 

RFID + 
sensor 

EEG sensor ECG sensor 

EMG 
sensor 

SpO2 
sensor 

 

Fig. 5 Medical Sensors in a patient’s body 

 

(b) SkyeRead M1 
Mini RFID reader  

(a) ECG Sensor [5]

 

(c) Patient simulator  

Fig. 6 Some Part 1 hardware primitives 

  This project will adopt the following three approaches to design Part 1 hardware primitives: 

Approach 1: Purchase existing products: Some devices are not easy to design. They can be 
purchased from companies. These include patient simulators, SpO2 / blood pressure sensors, etc.   

Approach 2: PCB (printed circuit board) assembly based on COTS (commercial off-the-
shelf) chips: To reduce the infrastructure cost, this project will design some devices through the 
assembly of COTS chips. For instance, we will fabricate an ECG sensor PCB from microcontroller, RF 
transceiver, memory, batteries, and other electronic components (e.g., capacitors, resistors, etc.). Our 
PCB fabrication will be achieved through a high-resolution PCB Milling Machine (to be purchased).  

Approach 3: System-on-chip VLSI (Very Large-Scale Integrated circuit) manufacturing: Due 
to the complexity of measuring brain signals (for instance, the eye blinking and hairs/scalp can add noise 
to EEG sensor data), we plan to use VLSI technologies to manufacture a tiny EEG sensor with all 
electronic components integrated in a system-on-chip (SoC). Fig.7 shows our VLSI design procedure. 

Note that Approach 1 typically has higher cost than Approaches 2 and 3 (i.e., self-design). 
Approach 3 has best circuit performance in terms of chip size, running speed and power consumption. 

 Performance 
specifications 

VHDL 
programming 

Test Bench 
simulation

RTL (Register-Transfer-Logic) Model 

VLSI 
Synthesis

Gate-level Model 

Place & 
Route

FPGA 

Timing Model 

 

Fig. 7 Customized VLSI design for low-power, tiny EEG sensors 

Table 1.  
Some healthcare 
parameters collected 
by hardware primitives 
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    B.1.2 Part 2 (Signals) Hardware Primitives: In Part 2 of the infrastructure, we will use the 
following hardware primitives for signal measurement: (1) RF Detector (Fig.8 (a)): It measures wireless 
signal strength to analyze the interference / noise levels. (2) Spectrum analyzer (Fig.8 (b)): It can find out 
what type of wireless networks is used for medical transmission, and search the best RF bands to 
transmit data. (3) Wave Generator (Fig.8 (c)): It is used for system test purpose by generating arbitrary 
format of test signals.  

                                                

      (a) RF Detector [41]              (b) Spectrum Analyzer [42]              (c) Wave Generator [43] 

Fig. 8 Hardware Primitives for Signals Measurement /Analysis 

B.1.3 Part 3 (Networking) Hardware Primitives: The hardware primitives in Part 3 of THC 
infrastructure mainly include the following devices to achieve remote patient monitoring at any time and 
any place: (1) Programmable PDA (Personal Digital Assistant) (Fig.9 (a)): It operates like a portable, tiny 
PC. If carried by a patient, it can aggregate all medical sensors’ data and send them out together; if 
carried by a doctor, it can receive and display the medical data. (2) Programmable medical data phone 
(Fig.9 (b)): Since cell phone is the most popular wireless communication tool today, we can use it to send 
out medical data. It is re-programmable to allow us to change its network interfaces (e.g., communicating 
with both a body area network and a cellular network). (3) Crossbow radio board (Fig.9 (c)): It is a widely 
used wireless communication board with analog sensor interfaces; (4) Wireless base station (Fig.9 (d)): It 
is used in the doctor’s office (or in the hospital) to control remote wireless terminals (such as PDAs).         

 

 
(a) Programmable 

PDA 

 
(b) Programmable 

Medical Data Phone

 
(c) Crossbow Radio 

Board [44] 

 
(d) Wireless Base 

Station 
 

Fig. 9 Hardware Primitives for Remote Patient Monitoring 
 
B.2 Software Primitives Development 

 
We will design software primitives for Parts 1~4 (see Fig.4) in the infrastructure. All software 

modules will be written in either C / C++ (for toolkits), or Assembly Language (for device drivers), or Java 
(for Internet applications). This project will adopt the following three ways to develop software primitives:  

Approach 1: Open source programming: This project will utilize open-source codes to develop 
OS software and networking protocols in C/C++ language. For example, we will use open-source ZigBee 
protocol stack (http://www.zigbee.org) to develop ECG sensor network lower layer protocols.   

Approach 2: Drivers for self-designed hardware: Because we will design most of the medical 
sensors by ourselves (through Approaches 2 or 3 described in Section B.1.1), we need to write the device 
drivers / toolkits for the sensors’ routine operations (e.g., reading analog ECG signals).  

Approach 3: Customized programming for toolkits and equipments: For some equipment 
directly purchased from companies, we still need to write some programs for the convenience of building 
special applications. For instance, we need to write customized programs for the Wave Generator in order 
to generate special test signals (such as 2.4G Hz free-band radio signals).    

B.2.1 Software primitives for Part 1 hardware (medical sensors / RFID): Part 1 
hardware primitives (medical sensors and RFID readers / tags, see Fig.5) operate with the support of the 
following software modules: (1) Sensing control software (i.e. sensor driver): after we design the medical 
sensors, we will design program interfaces in each sensor to prepare for remote over-the-air sensor 
control such as the change of sensing rate (i.e. how many samples to sense per second), stop / resume 
of sensing, the change of alert threshold (note: the sensor sends out alert signals when the sensing value 
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Fig.10 Hop-to-hop data loss recovery 

goes beyond a threshold), and other tasks. (2) Medical data cleaning software: Typically we pre-filter the 
sensed data to reduce the noise before we send it out. For instance, we will design EEG brain signal 
filtering software to remove the effects of eye-ball movements. (3) RFID reader control software: We will 
build our own RFID readers because current commercial RFID products do not allow convenient re-
programming. We will design the RFID control software to avoid multi-tag read conflict.      

B.2.2 Software primitives for Part 2 hardware (signal measurement): Part 2 has 
hardware for signal measurement purpose (see Fig.8). We will build two software primitives for such 
equipment: (1) Spectrum classification software: Most commercial Spectrum Analyzers do not have 
straightforward classification software to identify the operating radio frequency (RF) bands. Such a RF 
analysis program is needed to find out the best interference-resistance effect among the RF spectrum. (2) 
Wave Generator programs: For medical systems, we need to generate some special signals to test the 
remote control capability. For instance, a pulse-like wave can test the sensors’ command capture speed; 
a sinusoidal wave can test the sensors’ antenna power adjustment features. This project will design a set 
of programs to generate special system test signals.      

B.2.3 Software primitives for Part 3 hardware (remote monitoring): Part 3 of the 
infrastructure achieves remote patient monitoring. We plan to build the following software primitives for 
Part 3 hardware (see Fig.9): (1) Programmable PDA: It is typically carried by a patient to aggregate all 
medical sensors’ data and send them out together. Therefore, data aggregation software needs to be 
built in a PDA. The software needs to record different formats of medical data (ECG, EMG, pulse rate, 
etc.). (2) Programmable Data Phone: Today’s cell phones can be used for both voice and data 
communications. We will build medical data transmission software in the cell phone. Such software needs 
to perform two tasks: On one hand, it needs to aggregate the medical sensor data through a body area 
network; on the other hand, it needs to support the cellular network protocols such as CDMA. (3) 
Crossbow RF motes programming: Although many network protocols have been built into the Crossbow 
motes, they do not have many features such as network congestion avoidance.        

B.2.4 Software primitives in Part 4 (System control): System management and control 
software primitives reside in the medical servers (located in a doctor’s office or a hospital). The following 
basic software modules are needed: (1) Medical data to Internet ODBC (Open DataBase Connectivity) 
interface for Internet sharing; (2) Medical data statistical analysis: The statistical data (such as abnormal 
heart beat patterns, low oxygen level) also needs to be automatically generated from medical data.   
 
B.3 Co-Design Primitives for ARS Research 

 
In the above sections we have separately described 4 parts of hardware primitives and their 

corresponding software primitives. On the other hand, the proposed THC infrastructure is used to support 
Accuracy, Reliability and Security (ARS) research in integrated application scenarios which typically 
require task-specific hardware / software co-design (called Co-design Primitives). In the following 
sections we shall discuss co-design primitives that are critical to ARS research.      

B.3.1 Co-design primitives for Accuracy research: Medical accuracy research mainly 
includes sensing accuracy and data interpretation accuracy: (1) Co-design primitive for Sensing Accuracy: 
when an EEG sensor is used to collect humans’ brain activities, the scalp and hairs weaken the electric 
current passing through the analog part of the EEG sensor. Therefore, a special hardware/software co-
design primitive is needed to design noise-free sensor circuit with intelligent signal filtering. (2) Co-design 
primitive for Data Interpretation Accuracy: After the collection of sensor data, the next step is to accurately 
interpret the data to make correct medical diagnosis. This project will consider the hardware and software 
co-design to accurately identify ECG / EEG patterns and human diseases. 

B.3.2 Co-design primitives for 
Reliability research: (1) Overcoming 
medical errors through data prediction: Data 
prediction software based on Kalman filter 
and Particle filter will be built to compensate 
for damaged data due to medical errors. (2) 
End-to-end vs. hop-to-hop loss recovery: 
Reliability is achieved through loss recovery 

Sensor 1 Sensor 2 Sensor n 



         7 
 

during the medical transmissions. Two co-design primitives will be designed for reliability research: one is 
to use traditional TCP-like end-to-end retransmission scheme to recover lost packets; the other one is to 
recover the lost packets in each wireless link (i.e., hop-to-hop, see Fig.10). (3) Uplink (sensor-to-server) 
and Downlink (server-to-sensor) reliability: From medical sensors to a server (uplink), we can tolerate 
some data loss. From a server to sensors (downlink), the command data requires 100% reliability. 
Hardware/software co-design primitives are needed for both uplink and downlink reliability.  

B.3.3 Co-design primitives for Security research: Two type of basic co-design primitives 
are needed for security research across hardware primitives such as medical sensors, RFID reader, data 
phone, PDA and medical server: (1) Low-complexity medical server authentication primitive (such as a 
sensor’s authentication of medical server): three broadcast authentication protocols (based on μTesla [45], 
RSA [46], and NTRU [47], respectively) will be designed for researchers’ convenience of comparing 
different source authentication schemes. (2) Patient privacy preserving primitives: During the transmission 
of medical data from sensors to a server, how do we protect the patient’s data from both internal and 
external attacks? For external attacks, the following two types of primitives will be built: stream ciphers 
(such as LFSR [48] and RC4 [49]), and block ciphers (such as DES [50], FEAL [51]). For internal attacks, 
a node’s reputation model and trust calculation scheme will be built.  

 
B.4 Inter-Domain Programming and Integrative Evaluation/Test Tools 

 
Ideally, the THC infrastructure’s programming environment should support the distributed 

coordination among multiple individual / co-design primitives, and provide common, easy-to-use 
middleware layer programming interfaces. (Note: middleware layer can hide all physical device concrete 
implementations from an application programmer). Besides programming environment, a set of 
integrative performance evaluation / test tools will be developed in this project to provide feedbacks for 
system improvement during the infrastructure design and implementation iterations.  

B.4.1 Inter-Domain Programming Developer. We define domain as a tele-healthcare sub-
system that consists of individual and co-design primitives (such as a patient’s body area network, ECG 
anomaly detection system, medical database access control, etc.). This project will develop an inter-
domain programming environment (called developer) for convenient programming under different 
medical sensor modalities, noise / error sources, and computational and communication (C&C) resources. 
Such a developer will be constructed through a library of C++ classes. These classes contain intuitive 
abstraction of the medical sensors, bio-signals, network physical architecture, and logic models of tele-
healthcare sub-systems. 

B.4.2 Integrative Evaluation / Test Tools. The proposed infrastructure should have a set of 
evaluation tools to test the performance of any new designed tele-healthcare sub-system that may be 
added to the current research infrastructure. Such tests should be under a unified theoretical and 
numerical framework. Therefore, we will develop a set of integrative evaluation / test tools that enable 
numerical simulation, model analysis and experimental tests. For instance, we will use Matlab 
(MathWorks Inc.) to develop a software tool for EEG signal compression performance test. Such a tool 
can quickly find out the compression ratio / signal quality of a proposed new compression algorithm.  

Table 2 provides a summary of evaluation metrics, test tools, test methods, and improvement 
suggestions (based on test results) for some typical sub-systems (from the perspective of medical 
accuracy, reliability and security). Based on the tools’ evaluation / test results, each co-design primitive 
and THC sub-system can be improved during the next design and implementation iteration. 

Table 2. Summary of evaluation metrics, methods, measures and optimization components 

Metrics Test Tools Test Methods Improvement suggestions 
EKG pattern 
recognition 
accuracy 

Medical data 
mining Tool 

Track pattern detection errors 
among EKG generator’s signals 

Go back to check the issues in ECG 
hardware chips (such as amplifier, filter) 
and ECG signal classification algorithm 

Medical Sensor 
Resolution 

Data displayer 
& statistics 

Tool 

Use a medical network to test 
the received sensor data quality 

Re-design the sensor sampling structure, 
chip architecture, analog-to-digital data 

transformation 
Patient 

Tracking 
accuracy 

RFID Test 
Tool 

Use mobile humans with RFID 
to test trajectory tracking 

Re-design the RFID reader’s hardware 
and / or control software 
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Medical 
Transmission 

reliability 

Data Loss 
Statistics Tool 

Use a medical network to test 
the data arrival statistics 

Re-design loss prediction and network 
recovery algorithms 

Medical Privacy 
strength 

Attack Test 
Tool 

A man-in-middle attack will be 
used in a medical network to 

test the encryption performance 

Improve /change the cipher algorithms 
and network key management protocols 

 
EEG (brain 

signal sensor) 
accuracy 

Anti-noise 
analysis Tool 

Add artificial noise to EEG 
sensor input and test the 

patient’s drowsiness detection 

The EEG sensor’s anti-noise filter 
circuitry needs to be investigated 

Sensor Energy 
Efficiency 

Energy 
Statistics Tool 

Measure the sensor sampling 
frequency and voltage level 

Check the sensor’s power leakage and  
RF transceiver’s hardware 

 
C. How does the proposed CRI enable new, compelling ARS Research?  
 
Research Area 1: Medical Accuracy:  

The most important task of a remote tele-healthcare monitoring system is to accurately identify 
the patients’ health status. Let’s look at a mental health monitoring scenario. As shown in Fig.11, the raw 
EEG signals pass through signal amplifier, noise filter, and ADC (analog to digital converter). Then they 
become CPU-understandable data. After the removal of eye blinking effects (via Data Cleaning 
algorithms), an EEG sensor could use compression scheme to remove “normal” EEG signals, i.e., only 
keeping abnormal signals. Next, a RF mote uses a wireless sensor network to transmit the EEG data to a 
medical server where the accurate EEG feature analysis is conducted.  

In Fig.11, some interesting research issues either remain unsolved (e.g., accurate drowsiness 
detection from very noisy EEG data stream), or need further accuracy improvements (e.g., EEG pattern 
recognition and classification). Obviously, those research activities should be based on realistic 
experiments through our proposed infrastructure with co-design hardware and software primitives. 

 

 
Isolation 
Amplifier

Bandpass 
Filter

Amplifier Notch 
Filter 

Analog 
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Noise removal Streaming A/D interface

Memory buffer 
Data 
fetch 

Data 
Cleaning

Initial EEG 
classification

Normal EEG 
suppression 

Link to RF 
mote 

Sensor 
network

Medical server (accurate 
drowsiness detection)

In EEG sensor 

In RF mote 

EEG signal 

  

Fig. 11 Accurate Mental Health Monitoring 

Research Area 2: Medical Reliability:  

Reliability in tele-healthcare system typically relies on loss-resistant medical data transmissions. 
The packet loss could come from radio interference (which damages some data bits and causes the 
entire packet useless) or network congestion (a routing node drops the packets due to buffer overflow). In 
the following two loss-resistant research approaches (Fig.12), it is still unclear which one is better in 
terms of supporting reliable medical data collection in large-scale medical networks:  

Approach 1: Reliability in the destination side (Fig.12 top): To reduce the network protocol 
complexity, we may just achieve reliability in the server side. For ECG/EEG data streams, some future 
value prediction algorithms, such as Kalman Filter, Sequential Monte Carlo, etc., can utilize the cross-
correlation among ECG/EEG data to estimate the lost values. 

Approach 2: Reliability in the network side (Fig.12 bottom): To reduce network traffic, this 
approach first compresses the medical data through feature coefficients extraction. The coefficients are 
then forwarded to the destination. We cannot lose any of those coefficients since we need ALL of them to 
reconstruct the original ECG/EEG signals. The network needs to provide 100% error recovery schemes.  



         9 
 

 

Fig. 14 Timing detection in heart beat signals 

Fig.13 shows that our proposed infrastructure enables the above compelling research. 

 

 
Raw Stream 

 
ECG / EEG 
sensors {X1, X2, …, Xn} 

Feature extraction

Pass sensor 
network without 
loss recovery 

Prediction-based 
loss recovery 

Pass network with 
100% loss recovery 

Signal 
reconstruction 

Destination 

 
Fig. 12 Two approaches to overcome packet loss 

 Hardware Primitives: 

Software Primitives:  
- Reliability (hop-to-hop); congestion control, etc. 
- Data aggregation in the phone / PDA 
- Ad hoc networks; Sensor networks; 

Enabled compelling, new THC 
reliability research (see Fig.12): 
- What schemes are better for 

ECG / EEG feature extraction? 
- Which prediction scheme is 

better: Monte Carlo or Kalman 
based loss compensation? 

- Which transport scheme is 
better: TCP or Erasure-code?   

sensors 

Data phone PDA 

server 

 
Fig. 13 Use the proposed THC infrastructure for “reliability” research 

 
Research Area 3: Medical Security:  

There are many compelling medical security issues in a large-scale medical network with 
ECG/EEG sensors and RFID-based medicine tracking system. Here we list two examples: 

Example 1: Medical Accountability: A Medical 
Sensor Network (MSN) should be accountable, i.e. it 
should have the following two features during ECG / EEG 
and other medical data transmissions:  

(1) Spatial Accountability: A MSN should have 
strategies to physically trace the ECG/EEG data flows.  

(2) Temporal Accountability: This refers to the 
trust level of the timestamp information exchanged 
between sensors for accurate ECG/EEG logging. 
Temporal Accountability is very important in the MSN 
because all ECG/EEG anomaly detection depends on 
the accurate time interval analysis of different medical 
signal changes. As shown in Fig.14, we need to detect 
the timing gaps for ECG PR / ST wave segments in order 
to make correct heart disease classifications for the 
following arrhythmic heart beatings: NSR, Paced, A-Fib, 
Nordal, V-Fib, etc. [52].  

Example 2: Medical sensor / RFID privacy 
preserving: This issue aims to design an extremely low-complexity key generation / refreshing scheme to 
achieve confidential medical sensor-to-RFID reader and RFID reader-to-tag wireless communications. 
Fig.15 shows that the proposed infrastructure enables such a RFID/sensor security research. 

PR 
Segment ST 

Segment 

PR Interval 
QT Interval 

QRS Complex 
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Hardware Primitives:  
 

Software Primitives:  
- Security primitives (e.g., RSA, hash function, …) 
- Sensor + RFID integration software; 
- Wave generating programs for testing signals; 

  
Sensor RFID 

Testing 
signals

Enabled research: When RFID reader 
(integrated with a medical sensor) 
records a patient’s data into his/her 
ECG/EEG sensor stream, how does 
the sensor authenticate the RFID tag 
ID? Obviously, a lightweight RFID 
reader-tag security should be 
integrated with sensor security.   

 

Fig. 15 The THC infrastructure enables research on medical privacy preserving 
 
Table 1: Equipment (Detailed budget for major Items) 
 
Equipment 

Name 
Purpose Design method 

Company 
name 

Quant
ity 

Price / 
cost 

ECG 
(Electro-

cardiograph) 
sensor 

Also 
called 
EKG 

sensor; 
used for 

the 
collection 

of 
patients’ 

heart beat 
patterns. 

COTS & PCB 
manufacturing: 
we’ll assemble 
an ECG PCB 
board through 
COTS chips 
(e.g. CPU, 
leads, etc.). 

Most 
COTS 

componen
ts will be 

from 
www.ti.co

m 

40 

Compone
nts cost: 

$70 
PCB 

fabrication 
fee: $80 

each 
Total 
cost: 

$6,000 

 
EMG 

(Electro-
myography) 

sensor 

To detect 
patients’ 
muscle 

movement
. 

COTS & PCB 
manufacturing: 
we’ll assembly 

COTS chips into 
an EMG board 

After 
ordering 

componen
ts from 

www.ti.co
m, we 
make 
PCB 

40 

Compone
nts cost: 

$50 
PCB 

fabrication 
fee: $50 

each 
Total 
cost: 

$4,000 

SpO2 
sensor 

To 
measure 

Blood 
oxygen 

saturation 
level. 

Company 
Purchase 

From 
www.spo2

.com 
30 

Price:~$1
50 

Total 
cost: 

$4,500 

 
RFID reader 

To read 
RFID tags 
attached 

in 
medicine 
or other 
places 

COTS & PCB 
manufacturing: 

we’ll design 
RFID reader by 
assembling chip 

components 

After 
ordering 

componen
ts from 

www.ti.co
m, we 
make 
PCB 

40 

Compone
nts: 

$50;fabric
ation fee: 
$50 each 

Total 
cost: 

$4,000 

RFID 
Develop Kit 

(ALR-9900) 

Verificatio
n of 

subject 
identity 

Company 
Purchase 

Alien Inc. 

2 (see 
Appe
ndix 

1- 

Each kit: 
~$2,000 
Total: 
$4,000 
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(calibratio
n tools) 

quote
) 

 
EEG 

(Electro-
encephalogra
phy) sensor 

To 
measure 

brain 
activity 
signals; 

can detect 
mental 
health 
issues. 

VLSI & SoC 
fabrication: we’ll 

use VHDL to 
design FPGA 
chips for low-
power EEG 

signal sensing 

After 
VHDL 
design, 
send to 
FPGA 

manufactu
rer 

www.atme
l.com/ 

(cost with 
education

al 
discount) 

10 
(note: 
chip 
cost 

will be 
much 
lower 
when 

in high 
quanti

ty) 

(delete) 
Chip 

fabricat
ion fee 
(when 
in low 
quantit

y): 
~$600 
each 
Total 
cost: 

$6,000 

Patient 
simulator 

To 
generate 
abnormal 

ECG 
signals 

Company 
Purchase 

Medi Cal 
Instrument

s, Inc. 
www.ecgs
imulators.

com 

20 
(see 
Appe
ndix 

1- 
quote

) 

Price: 
$280 
Total 
cost: 

$5,600 

 
RF detector 

To detect 
radio 

signals 

Company 
Purchase 

spyZone: 
www.spyz
one.com 

4 (see 
Appe
ndix 

1- 
quote

) 

Price: 
$250 
Total 
cost: 

$1,000 

 
Spectrum 
Analyzer 

To 
analyze 

RF 
commu. 

Features / 
interferenc

e 

Company 
Purchase 

Agilent 
Technolog

ies 

2 (see 
Appe
ndix 

1- 
quote

) 

Price: 
$8,000 
Total 
cost: 

$16,000 

 
Wave 

Generator 

To 
generate 

test 
signals  

Company 
Purchase + self-

programming 

Agilent 
Technolog

ies 

2 (see 
Appe
ndix 

1- 
quote

) 

Price: 
$7,500 
Total 
cost: 

$15,000 

 
PDA 

Personal 
Digital 

Assistant 
(data 

aggregato
r) 

Company 
Purchase + self-

programming 

HP iPAQ 
programm

able 
handheld 

15 
(see 
Appe
ndix 

1- 
quote

) 

Price: 
$450 
Total 
cost: 

$6,750 
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Data phone 

To use 
cell phone 
to transmit 

medical 
data 

Company 
Purchase + self-

programming 

T-Mobile 
(program-

able 
phone) 

5 (see 
Appe
ndix 

1- 
quote

) 

Price: 
$500 
Total 
cost: 

$2,500 

 
RF motes 

To serve 
as 

wireless 
relay 
points 

Company 
Purchase + self-

programming 

Crossbow 
Inc. 

www.xbo
w.com 

~ 90 
sets 
(see 
Appe
ndix 

1- 
quote

) 

Price: 
each set 
~$300 
Total 
cost: 

$27,000 

 
Wireless 

Base-Station 

To serve 
as a 

system 
wireless 

destinatio
n 

Company 
Purchase 

Cisco 
Aironet  
Series 
Access 
Point 

 

5 (see 
Appe
ndix 

1- 
quote

) 

Price: 
~$600 
Total 
cost: 

$3,000 

 
PCB Milling 

Machine 

PCB 
board 

fabrication 
machine 
with tools 

Company 
purchase 

LPKF 
Laser and 
Electronic

s Inc. 

1 (see 
Appe
ndix 

1- 
quote

) 

Price: 
$28,000 

Total 
cost: 

$28,000 

Daintree 
Sensor 

Network 
Analyzer 

Medical 
Sensor 

Net. 
Evaluation 

Company 
Purchase 

Daintree 
Inc. 

1 (see 
Appe
ndix 

1- 
quote

) 

Total 
Cost: 

~$7,500 

   Total cost: 
$140,8

50 
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