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Abstract —In high-mobility cognitive radio networks (CRNs), the fast topology changes increase the complexity of routing 
scheme. In this paper, we propose a novel CRN routing scheme that considers the path stability and node capacity. First, a 
realistic mobility model is proposed to describe the movement of highly mobile airborne nodes (e.g., unmanned aerial vehicles 
(UAVs)), and estimate the link stability performance based on node movement patterns. Second, we propose a CRN topology 
management scheme based on a clustering model that considers radio link availability, and the cluster-heads (CHs) are 
selected based on the node degree level, average number of hops and channel switching from member nodes to the CH. Third, 
we propose two new common control channel (CCC) selection schemes based on the node contraction concept and the 
discrete particle swarm optimization (DPSO) algorithm. The inter-cluster control channels and gateways are selected from the 
CHs, considering the average delay of control information transmission between two CHs as well as the total throughput of 
control channels. Finally, a novel routing scheme is proposed that tightly integrates with channel assignment scheme based on 
the node capacity. Our simulation results show that our proposed CCC selection scheme has high throughput and small 
transmission time. Compared to other popular CRN routing approaches, our proposed routing scheme achieves lower average 
end-to-end delay and higher packet delivery ratio for high-mobility CRN applications (such as airborne surveillance). 

Index Terms —Cognitive radio network (CRN), routing protocol, multi hop, high mobility, link stability, common control channel 
(CCC), clustering. 

 

1 INTRODU

ireless communication is growing rapidly. 
However the wireless signals compete for the 
limited amount of spectrum in any given space. 

On the other hand, there exists much of the under-
utilized licensed spectrum in many places, which has 
motivated the emergence of cognitive radio networks 
(CRNs) and dynamic spectrum access [1-3].  

CTION

By opportunistically using the available spectrum in 
CRN, the devices can gain access to more wireless 
bandwidth without violating FCC regulations [3, 4]. Most 
of current CRN designs try to adapt the existing wireless 
network protocols while taking advantage of the dynamic 
spectrum access [5].  In a typical CRN, nodes are 
equipped with a spectrum-agile radio that has the 
capabilities of sensing the available spectrum bands, 
reconfiguring radio frequency, and switching to the 
selected new channels [6, 7]. 

In CRN routing protocol design, the first challenge is 
the integration of route discovery with the spectrum 
decision [2, 7, 8]. Due to the time-varying and intermittent 
spectrum availability, the spectrum channel information 
needs to be known (through spectrum sensing) when 
selecting the route. The second challenge is the lack of a 
stable common control channel (CCC). Since a CR node 
has to vacate the channel as soon as a primary user (PU) 
appears on that channel, the implementation of a fixed 
CCC may not be feasible. The third challenge is the 
spectrum-adaptive route failure recovery. In addition to 
node mobility, link failure in multi-hop CRN may happen 
when PU activities are detected around CRN users [7].  

In this paper we design a routing scheme for a multi-hop, 
high-mobility CRN that overcomes the above three 
challenges. We consider an airborne surveillance network 
consisting of airborne nodes such as unmanned aerial 
vehicles (UAVs), as shown in Fig. 1. Different types of 
airborne nodes fly at different heights to carry out various 
surveillance and reconnaissance missions. We assume 
each node carries two CR transceivers to transmit data 
and control information. Our goal is to design a robust 
CRN routing protocol for this scenario to share 
information among airborne nodes, considering path 
stability (a low-mobility link has higher path stability) 
and node capacity (CR users with high processing 
capability will be selected as relay nodes). Our CRN 
routing design considers the node characteristics, cluster-
head (CH) selection metric, control channel forming 
metric, and routing metric. The main feature of our 
proposed scheme is its capability to adapt to high-
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mobility, multi-hop, and heterogeneous CRN 
environments.  

X - A x is

Y - A x is

Z -A x is

Fig.1: High-mobility CRN application scenario. 
 

In a CRN, the PUs have absolute high priority to use 
the licensed channels. The secondary users (i.e., airborne 
nodes) detect and use the spectrum unused by PUs, and 
should immediately vacate the channel if a PU re-
occupies it. 

We organize the nodes into clusters in order to reduce 
routing overhead. Despite the nodes’ high mobility, the 
cluster structure should be as stable as possible when the 
cluster membership changes, especially when a CH 
changes. These changes adversely affect the performance 
of radio resource allocation and scheduling protocols [12]. 
In conventional ad-hoc networks, two popular clustering 
algorithms have been proposed, i.e., Max Node Degree 
clustering algorithm [13], and Lowest ID clustering 
algorithm [14]. However, these algorithms do not consider 
the heterogeneity of available channels, i.e., each channel may 
have a different link availability probability. Therefore, we 
design a new clustering scheme for CRNs that can adapt 
to the link availability characteristics.  

In a CRN, it is imperative to select a CCC for 
exchanging the control information among nodes. A CCC 
selection scheme based on swarm intelligence was 
proposed in [15], which tries to form a local control 
channel in the network. Another local control channel 
selection scheme was proposed in [16] and [17], which 
exchanges control information in a cooperated group or 
cluster. A novel control channel selection scheme was 
proposed in [18], which tries to form a control channel 
along the routes. However, these CCC selection schemes 
do not consider the transmission delay and throughput. 
In this paper, we propose a novel CCC selection scheme 
based on a new concept called ‘node contraction’, which 
can quickly select a high-quality CCC among CHs. 

Based on the cluster structure and CCC selection 
scheme, a routing protocol can be established efficiently. 
Recently, several routing schemes have been proposed for 
multi-hop CRNs. For example, a spectrum-tree-based on-
demand routing protocol (STOD-RP) was proposed in [7]. 
In STOD-RP, all nodes are assumed to be stationary or 
move very slowly, and the statistics of PU activities and 
available spectrum band information are assumed to be 
always available. A spectrum aware on demand routing 

protocol (SORP) is proposed in [8]. SORP considers the 
inter-flow interference and channel switching delay, and 
is a cumulative-delay-based routing protocol. However, it 
cannot adapt to mobile environment very well. In [19-22], 
Quality of Service (QoS) based routing is widely studied. 
In [23, 24], the interference is considered in routing design. 
Again, they do not tightly integrate CRN routing with 
node mobility for a highly mobile scenario.  

In fact, there is very little research on the routing 
algorithms for high-mobility CRNs. Especially, little work 
has been done to design a CRN routing scheme based on 
the measurement of path stability (which, in turn, 
depends on node mobility) and node capacity. Although 
the path and cluster stability have been studied widely 
(such as [9, 12, 25-28]) for MANET (mobile ad hoc 
networks), they do not consider the dynamic spectrum 
assignment and spectrum heterogeneity in CRN 
environment.  

The rest of the paper is organized as follows. In Section 
2, we present a cluster formation scheme which uses node 
characteristics to achieve flexible CRN topology 
management. In Section 3, we propose efficient common 
control channel (CCC) selection schemes, which are 
important for CRN routing management. In Section 4, we 
discuss our CRN routing establishment and failure 
recovery method. We also propose new CRN routing 
metrics to measure the path quality. In Section 5, the 
extensive experimental results are presented. Finally, we 
conclude this paper in Section 6. 

2 NODE CHARACTERISTICS AND CLUSTER 

FORMATION IN HIGH-MOBILITY CRN 

2.1 CRN Node Mobility Model 

To design a routing protocol, we need a mobility model 
to realistically represent the node mobility patterns. The 
popularly used random mobility models (such as random 
walk mobility model, random waypoint mobility model, 
random direction mobility model, and Gauss-Markov 
mobility model [9-11]) do not suit our scenario since the 
airborne nodes do not use random paths.  

We use the bird flocking mobility model to describe the 
movement trajectories of airborne nodes. In this mobility 
model, the nodes do not move randomly and there is an 
intrinsic rule behind their formation. For example, the 
birds do not collide and the shape of their formation 
follows leader-follower pattern. The airborne nodes fly in 
a formation with certain range and heights to accomplish 
the given surveillance tasks. We discuss the basic bird 
flocking model below [29].  

Suppose represents the population of bird flock and 
 represents the dimension of flying space. The position 

of the bird at time kT (T is the unit time) is 

S

i

1 2 ,kT
i

D

kT [ , , ]kT kT
i i iDx x x x

1 2 ,kT kT
ip 


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i ip p

, with velocity . 

Let  represent the personal best 

position (PBP) of bird i , and  

represent the global best position (GBP) of the flock, 
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)Tx

)

2.2 CRN Spectrum Heterogeneity where b is the index of the bird with the GBP. The best 
position may be the shortest distance to the destination (a 
formation convergence position). Therefore, the mobility 
model of bird i is determined by its speed and location 
[29]: 

( 1)
1 1 2 2( ) (k T kT kT kT kT k

id id d id id d bd idv v c r p x c r p           (2.1)                                                      

                          ( 1) ( 1k T kT k T
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kT
id
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                          (2.2) 

where  is the current speed and v x is the current 

location of bird i at time , represents the dimension 
of the position, and 

kT d
 is an inertial weight coefficient 

(usually we set 1 



). In the update process, the bird’s 
speed is limited to a range  in each 

dimension, where (negative speed) represents the 

speed in the opposite direction of the global axis. c and 

are the learning factors, and c c , 

where is the side length of the

max m[ ,kT
id

1 2d d

d

ax ]V

1d
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r

10

v V 

maxV

d

max 

c ma / V

1rdL th dimension. and  

obey uniform distribution over [0,1].  
2

In equation (2.1), the current speed of bird i consists of 
three parts: the first part is previous speed, which can be 
interpreted as the result of inertial motion; the second 
part is a cognitive part, which means that the bird 
changes its speed according to its own flying experience; 
and the third part represents the social consistence and 
interactions [29].  

We use equations (2.1) and (2.2) to model the mobility 
characteristics of airborne nodes. As an example, Fig. 2 
shows the movement traces for 10 nodes, flying to search 
a target. Here, the black empty circles represent the initial 
node positions; red empty circles represent the positions 
after 500 seconds; and the star represents the target (i.e., 
convergence position). T is set to 100 seconds and 

m/s (i.e., 36km/h). Note that the airborne nodes 
on a surveillance and reconnaissance mission usually fly 
at stable speed to easily detect the target. From Fig. 2, we 
see that the bird flocking mobility model describes a mission-
specific movement trajectory very well as the nodes move 
closer to the target with time. 
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NWe assume that the CRN consists of secondary users 
(i.e., CRN nodes) and M orthogonal spectrum channels. 
The spectrum available to CRN users can be described in 
terms of channel availability, channel reward and interference 
constraint as defined below [30]. The channel availability 
and rewards for each CRN user is calculated based on the 
location and channel usage of nearby PUs. 

 Channel availability:  , ,{ {0,1}}N ML ln m n ml    is a 

N by M binary matrix, where ln,m represents the 
availability of channel m to user n. , 1n ml   if and only if 

channel m is available to secondary user n .  

 Channel rewards: ,{ }n m N M  is a N by B b M  

matrix, where ,n mb represents the maximum bandwidth/ 

throughput that can be acquired (assuming no 
interference from neighbors) by user n that is using 
channel m . The channel reward can be defined as the 
coverage of a secondary user (n) using a channel (m) [30]: 

2
, min( , ) , ( , )n m s sb d n m d d n m  maxd

)m m

0

 

Each secondary user n  can adjust its interference range 
 by tuning its transmit power on channel  to 

avoid interfering with PUs.    
( ,sd n

We assume that each secondary user can use only one 
channel at a time [31]. A node cannot use the maximum 
transmit power to search its neighbors, except when it 
cannot receive any information from its neighbors. Only 
the CHs are allowed to communicate with each other at 
the maximum transmit power. We assume that a 
secondary user broadcasts its information in a coverage 
radius of R  during cluster formation, and tunes its 
transmit power to connect with its neighbors according to 
their distance level.  

 Interference constraint: , , , ,{ {0, }}N M1n k m n k m NC c c    

is a N by N by 

 

M matrix, and represents the interference 
constraint among secondary users. If , , 1n k mc  , users n  

and k  would interfere with each other if they use channel 
m for data transmission simultaneously. The constraint is 
determined by channel availability, transmit power, and 
distance between users n  and k . 

2.3 Link Availability 

Z
-A

xi
s(

km
)

In a CRN, the link availability between node A  and  
on channel  is defined as [32]: 

B
m

)B )B

1

( , ) ( ,sd A m Dis A  and d B , ( , ) ( ,s m Dis A
          when l l, ,A m B m                                                   (2.3) 

If the link between nodes A  and  is available on 
channel at time (

B
m t T0tkT  00   ), 

i.e., , ,A Bk 0(mLin kT t ) 1 
Fig. 2: Example movement trace, 500 seconds after the start 

of simulation. 

 , the probability of availability in 

this link at time 0 pkT t T  ( pT  is data transmitting time 

of a flow) can be expressed as [33-36]: 
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In equation (2.5) and (2.6), we have used Lyapunov’s 
central limit theorem [37] and inequality 

2 2 2 2
1 2 1 2( )D D /x x x x x x        D . 1 and 

2 represent mean values, while 1 and 2 represent 
variances. For simplicity, we use the upper bound to 
represent the link availability probability. 

2.4 Cluster Formation 

The clustering can reduce the network scale and thus 
the routing protocol overhead [38]. Clustering in 
MANETs typically need to consider energy metric, 
average distance, and node degree. However, clustering in 
CRN should consider the spectrum heterogeneity. Since the 
airborne nodes in our scenario move in a formation using 
predictable orbits at stable speeds, the topology is 
relatively stable despite high node speeds. Furthermore 
the airborne nodes can communicate with each other over 

longer distances (i.e., within 3 km) using line of sight path 
which makes the cluster formation possible. We assume 
that each cluster’s coverage is 2 hops. However, this 
could be easily adapted to k-hop case in our algorithm.  

To ensure a cluster's longevity, the probability of link 
availability must be greater than certain value, denoted 
as , during a time period [ , . This would 
ensure that the cluster topology remains stable for a long 
enough period of time ( T ). Our clustering scheme not 
only takes into account spectrum heterogeneity, node 
degree and intra-cluster delay, but also the stability of 
topology. We introduce a new metric called “node importance 
degree

0P ( 1) ]kT k T

,i m ”, which is defined as, 
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i mwhere represents the number of 2-hop neighbors of 

node  on channel m , 
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 is the average channel 

switching steps.  

Example: We explain our clustering scheme using Fig. 
3. It has six CRN users with different available channels. 
A node’s neighbors are determined by its transmission 
range as well as the channel being used. The node with the 
largest node importance degree is selected as CH. Initially, 
each node broadcasts its available channel set, location, 
speed, the best position and mobility characteristics (i.e., 
the PBP and GBP discussed in Section 2.1), in each 
available channel. When a node collects all its 2-hop 
neighbors’ information, the topology is formed as shown 
in Fig. 3. Then, each node calculates its largest node 
importance degree by using equation (2.7) as shown in 
Table 1 for each available channel. In Table 1, Node 1 has 
the largest node importance degree on channel 1. Thus 
we choose node 1 as CH and channel 1 is used as the 
intra-cluster control channel. In the cluster formation 
process, each node will select the node with the largest 
“node importance degree” within its 2-hop neighborhood 
as its CH. Since node 4 cannot use channel 1, node 3 acts 
as a switching node for it, and works on channel 1 and 2. 

Since the cluster formation considers only the local 
information, the following two issues should be 
considered: (1) the selected CH may not be able to 
connect with other CHs, and (2) the assigned channel (e.g., 
channel 1 for node 1 in Fig. 3) may be occupied by inter-
cluster communication or PUs later on. To solve these two 
issues, we propose an enhanced node-importance-based 
CRN clustering scheme as follows: 

{channel 1}

{channel 1}

{channel 1,3}

{channel 1,2,3}

{channel 2,3}

{channel 1,3}

6

1

2

3

4

5

 

Fig. 3: Topology of a cluster. 

After cluster formation, the CH broadcasts its available 
channel and member list to other CHs on each available 
channel with maximum transmit power. When the CH 
does not hear response from other CHs, it knows that 
other CHs are out of its coverage area. If a CH’s intra-
cluster control channel is occupied by other users later on, 
another channel or a new CH must be selected. In these 
two situations, we select a member node with the next 

largest node importance degree as CH. This new CH must be 
able to operate on the inter-cluster control channel and 
connect with other CHs. 

Table 1: Node Importance Degree ,i m for Each Node in 

Available Channels 
Node 

Number 
Available 
Channel 

Node Importance 

Degree ,i m  

Node 

Degree ,i mn

1 2.08 5 
1 

3 1.29 4 
1 1.92 5 

2 
3 1.33 5 
1 1.60 4 
2 0.50 1 3 
3 1.56 5 
2 0.90 3 

4 
3 1.13 3 

5 1 1.60 4 
6 1 1.78 4 

 

Since the coverage of a CH is 2-hop neighbors, the CH 
and its 1-hop neighbors may switch to different channels. 
In this situation, a deaf problem will occur. A node must 
send Join-message and Leave-message over the control 
channel before it switches to another channel. 

3.  CONTROL CHANNEL SELECTION 

A good CCC is very important to coordinate the 
channel allocation among CRN nodes. Due to the time 
varying nature of channel availability in CRN, the ability 
to quickly select a new CCC is also needed when the 
current control channel is jammed or re-occupied by PUs. 
However, in a large-scale CRN, a global CCC is rarely 
available for all nodes [16]. Therefore, a natural choice is 
to select local CCCs in different clusters. We also need to 
form a CCC among different CHs. Since the CCC 
selection is a spectrum resource assignment problem, it is 
an NP-hard problem [30].  

In order to solve the CCC selection issue, we introduce 
two parameters below: (1) average control information 
transmission delay (we simply call it Del  in future 
discussions), and (2) the throughput of control channel 
(denoted as 

ay

sumU ). Suppose the CRN consists of I CHs, 

which are denoted as 0 1 1, , , IH H H  . Let  and hopt swt  

represent the 1-hop transmission delay and channel 
switch delay [39 ， 40], respectively. The 1-hop 
transmission delay contains queuing delay, packets 
transmission time, protocol overhead [40]. Let the path 
between the CH iH and jH  consist of hops 

and
,i jd

,i js channel switching steps. The control information 

transmission delay between CHs iH and jH  is 

, hopd t ,i j sws ti j    . The minimum control information 

transmission delay is 
             

1 1

, ,
0 1

1
min( )

( 1) / 2

I I

i j hop i j sw
i j i

Delay d t s t
I I

 

  

 
        (3.1) 
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The throughput of control channel can be determined as 
[30]: 

1

, ,1
0

1
0

,
0

M

n m n mI
m

sum M
n

n m
m

a b
U

a


















                       (3.2) 

where means that CH n uses channel as the 

control channel, and is the corresponding channel 

reward as discussed in Section 2.2. M is the number of 
available channels. 

,n ma 

 

1 m

,n mb

Using these two parameters, we propose two control 
channel selection schemes: the node contraction scheme 
(Section 3.1) and the discrete particle swarm optimization 
(DPSO) scheme (Section 3.2). The optimization function is 
given as,  

                           

,

(1 )
( 1) ( 1)

(1 )
max{ , {0,1, , 1}, {0,1, , 1}}

hop sw

sum

n m

Delay
F

I t M t

U

I b n I m M





  
  


     

(3.3) 

where  is weighted coefficient, and [0,1]  . 

3.1 Node Contraction Scheme 

Since nodes in our scenario (Fig. 1) move fast and the 
emergence of PUs is unpredictable (considering many 
types of wireless networks deployed today), the control 
channel established on spectrum opportunistic (SOP) 
basis may have to be switched from time to time. In a 
CRN application, the control channels must be 
established and restored in a short time. In this section, 
we propose a node contraction scheme to establish the 
control channel quickly. The node contraction method was 
first proposed in [41] to illustrate the node importance in 
power system control. 

The flow chart of our scheme is shown in Fig. 4. At each 
stage, the algorithm labels each CH n with a spectrum 
band m as , where b,( , ) nlabel n m b m

7

n,m is channel reward 

as discussed in Section 2.2. The algorithm selects the CH 
with the highest valued label with spectrum band , and 
contracts all neighboring CHs to it. Thus a new CH is 
formed. The algorithm removes the new CH from CRN 
and enters the next stage until running through all the 
CHs. 

m

Example: This scheme is illustrated in Fig. 5. Assuming 
the CH H4 with spectrum band 1 has the largest valued 
label, the CHs 0 1 2 3 4 6, , , , , ,H H H H H H H

4 *

 contract to this 

new CH, named as H . We remove 4 *H from the CRN. 

Next, the CH 10H has the largest valued label, and the 

CHs 8 9, , 10 11,H H H H  contract to it. All CHs are removed 
from the CRN one-by-one in this way.  

Note that the node contraction is only the first step in 
CCC determination. In the next step, we need to select 

two neighboring clusters share a CCC. In Fig. 5, the CHs 

4 6 7, ,

gateways from the new CHs. The gateways guarantee that 

H H H  could be selected as gateways. The best 
 is selected based on the optimization function 

in equation (3.3). 
gateway set

L a b e l in g
F o r  e a c h  c lu s te r - h e a d  in  C R N

S e le c t  c lu s te r -h e a d  n  a n d  s p e c t ru m  b a n d  m , c a lc u la te  la b e l (n ,m )

C o n tr a c t in g
F o r  j= a rg  m a x  la b le ( j ,m )

C o n tr a c t  a l l  n e ig h b o r  c lu s te r -h e a d s  o f  j  w i th  s p e c t ru m  b a n d  m , 
a n d  fo rm  a  n e w  c lu s te r - h e a d  j*

U p d a t in g  T o p o lo g y
R e m o v e  th e  n e w  c lu s te r -h e a d  j*  f ro m  C R N  

C R N  is  e m p ty ?

S e le c t  th e  g a te w a y s  b e tw e e n  e a c h  n e w  c lu s te r -h e a d s ,  
c o n s id e r in g  th e  o p t im iz a t io n  fu n c t io n  in  E q .( 3 .3 )

Y e s

N o

E n d

 

Fig. 4: Flow chart of node contraction scheme. 
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H4

H5

H6

H7

H8

H9

H10

H11
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H4*

H10*
{channel 1,2,3}

Remove the new 
cluster-head

Fig. 5: Control channel selection with node contraction scheme. 

 
ca

3.2 Discrete Particle Swarm Optimization (DPSO) 

d 
in

e equations (2.1) and (2.2) as, 

The main advantage of this clustering scheme is that it
n quickly find the CCC that is suitable for the dynamic 

spectrum environment, and also reduces the CCC 
reconstruction overhead. However, it cannot provide the 
optimal solution as discussed in simulation results in 
Section 5. To find the optimal solution, we propose a 
particle swarm optimization method as below. 

PSO is a population-based optimization metho
spired by the birds’ flocking behavior [42, 43]. It uses 

the iterative update of parameters to converge to a global 
decision through the use of a concept called particles [42]. 
Each particle can be initialized randomly with certain 
position and velocity, which are then iteratively updated. 
In this paper, the particles represent different CCC 
assignment for all CHs. 

To use PSO, we rewrit
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k

1
1 1 2 2( ) ( )k k k k k k

id id id id bd idv v c r p x c r p x                (3.4)

1 1k k
id id idx x v                   

where } represents

onal best 
po

           (3.5) 

{1, 2, ,i S 
 swarm; 

 k

, S

{ 2,d

is t

 the population of 

particle 1, , }D , D  is the dimension of 

search space; and er on step of evolution. 
Note that each parti le i is assigned a fitness value, which 
can be found by solving the optimization function in 
equation (3.3). Such a function can be used to retrieve 
each particle’s moving direction and displacement. 
Equation (3.4) and (3.5) show how each particle updates 
itself until finally reaching an optimal solution. 

In equation (3.4), k
idp  represents the pers


he gen

c
ati

sition (PBP) where the particle i has the largest fitness 
value (see equation (3.3)), and k

bdp represents the global 
best position (GBP) with the largest fitness value among 
all the k

idp ’s outputs. By keeping track of the values of PBP 
and GBP, we can successfully update each particle. We 
have used two pseudorandom sequences, 1r and 2r , to 
reflect the stochastic nature of the algorithm. B th of em 
follow the uniform distribution over the range [0, 1]. 
Acceleration coefficients 1c and 2c  control the distance a 
particle moves in a single iteration. Typically they are set 
as 2 in optimization problems.  

The current position k
id

o  th

x obtained from (3.5) is for 

co entinuous space. Howe r, k
idv x cannot be directly 

obtained from the current velocity in discrete space where 
only 0 or 1 is assigned to k

idx , k
idp , and k

bdp . Therefore, we 
use a discrete (binary) vers PSO (D O) [29, 41], to 
obtain the particle update in equations (3.6) and (3.7) 
below. In DPSO, we evolve k

id

ion of PS

x  into the probability of 
particle update as follows: 

1
1 1(k k k

id id idv v c r p   2 2) (k k
id bd idx c r p x  



)k          (3.6) 

1  

                                                       (3.7) 

where 
p

tr

1( ( ) )k k
id idif Sig v r then x 

1 0k
idelse x    

( ) [1/1k
idSig v 

cle evolution and r is a 
exp( )]k

idv   denotes the probability 
of parti seudorandom sequence, 
which obeys a uniform dis ibution over [0, 1]. 

In order to use the above DPSO algorithm for control 
channel selection, we first denote the spectrum availability 
matrix of all CHs as I MA  . We mark all ‘1’ elements in 

I MA  in different c mns and rows. For example, 

3, 3M  , the 

olu

for I  I MA   matrix is as follows: 
1 0 1

0 1 1A

 
   

1 1 1
I M  

  

This particle contains seven binary ‘1’ numbers, i.e. 
7 . Note that each particle D  I MA   presents a solution 
h assigns several channels to each CH to form control 

l. 

Our proposed DPSO algorithm is as follows: 

(1) Set k

whic

, and generate the position 0

channe

0 idx  

v V

and velocity 
0 for each particle, where 0 {0,1}x  , 0 [ , id id max max

1 d D

v  ]id V , 

 
 For each particle, calculate the fitness n 

ization function in eq

. 

(2) value based o
the optim uation (3.3). Then we get 

(3) Let 

0 0 0 0
1 2[ , , , ]i i i iDp x x x  , and 0 0 0 0

1 2[ , , , ]b b b bDp x x x  , where 

b denotes the index number of global best fitness particle. 

1k k  , 

. 

and the status of v co

eq

chastic n er r h
ribution o r [0, 1], an the status of k

 change id rding to 

uation (3.6). If kv V , set kv V ; else if kv V  , 

k  ac

maxid maxid maxid

set max
k
idv V 

(4) Generate a sto umb ich obeys uniform 
dist ve

, w
d change idx  

according to equation (3.7).  

(5) For each particle i , calculate the fitness val  
determined by optimization 

ue
function in equation (3.3). If 

the new fitness value is larger than 1k
ip  , we let 

1 2[ , , , ]k k k k
i i i iDp x x x  , else 1k k

i ip p  . Similarly, if the new 

fitness value is larger than 1k
bp  we let 

1 2 , otherw 1k
b bp  . 

(6) If the number of iterations reaches the maximum, stop; 
 (3). 

, 

[ , , , ]k k k k
b i i iDp x x x  ise, kp

else, go back to step

 ROUTING 

ulti-
hop  select appropriate 
sp

 
ch

ature, we use 
est (RREQ) and spectrum Route 

R

4    INTEGRATION OF CHANNEL SELECTION AND 

SPECTRUM-AWARE

Our aim of CRN routing design in high-mobility, m
, multi-channel environment is to

ectrum bands for each CH and member nodes along 
the path, with the constraint of maximum link-availability 
probability and node capacity. Conventional CRN routing 
schemes typically assume that: (1) source node first 
assigns channel in each link before a route is established 
[8, 44, 45], and (2) nodes have the same spectrum 
opportunities (SOP), which may not be realistic in CRN.  

In this paper, we propose a framework for spectrum 
aware on-demand routing considering heterogeneous

annel conditions in each node. The proposed routing 
scheme integrates control channel selection with on-demand 
route discovery. The routing in multi-hop CRN includes 
intra-cluster and inter-cluster routing processes. The intra-
cluster routing occurs in a single cluster, while inter-
cluster routing occurs in multiple clusters. The proposed 
routing scheme contains route discovery /recovery 
procedures as discussed below. 

4.1 Route Discovery 

Due to the multi-hop and high-mobility n
spectrum Route REQu

EPly (RREP) as in [2], to discover paths between nodes 
via the control channel message exchanges. The proposed 
route discovery scheme is integrated with our node-importance-
based clustering scheme (Section 2.4), node-contraction or 
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tance-based 
cl

a timer and stores the route information in its 
ro

ilure issues resulting from the PU 
obility, we adopt the following 

st

s vicinity unsuitable for routing. In such cases, 
th

en if the route 
st

nodes in the source or destination 
cl

ment Scheme 

heme mentioned in 

DPSO-based control channel selection scheme (Section 3), and 
data channel assignment scheme (Section 4.3). 

Our route discovery process is the same as AODV. 
However, to integrate with our node-impor

ustering scheme, we design the CRN routing protocol 
with the Route REQuest (RREQ) packets that contain the 
fields <IPS, IPD, metric, intra/inter>. Here, <IPS> and 
<IPD> are the IP addresses of source node and 
destination node, respectively. The <metric> is an 
important field since it has the product of all link 
availability probabilities in different links along the 
routing path (which is actually the path stability metric, 
see Section 2). <intra/inter > indicates whether the 
destination node is in the same cluster as the source node 
or not.  

When the destination CH receives the first RREQ, it 
sets up 

uting table. When the timer expires, the destination CH 
chooses a path with the largest path availability probability  
from all the paths it has collected, and sends the RREP 
back along that path to the source node. The Path 
availability probability is the product of all the link 
availability probabilities along the path. Every 
intermediate CH, while receiving the RREP, sets up a 
route to destination and assigns a data channel according 
to a performance metric, node capacity, which will be 
defined in Section 4.3. 

4.2 Route Recovery 

To handle the link fa
activities and node m

rategies: 

PU awareness: The appearance of a PU may render the 
region in it

e nodes in the affected regions must immediately cease 
operation in the occupied channel, and explore alternate 
routes or channel to the destination based on the above 
routing discovery procedure (section 4.1). 

CR user mobility: Source, destination and intermediate 
nodes mobility may break the route. Ev

ays connected, nodes may stray into PU activity regions 
and cause undesirable interference to the licensed users. 
As a result, the earlier route, formed on the basis of their 
relative geographical locations, can no longer be 
considered optimal.  

The following three situations cause route failures: (1) 
link failures among 

uster; (2) link failures among intermediate CHs; (3) the 
source node or the destination node joins a new cluster. 
The first situation can be handled by our node-importance-
based CH to recovery the links with the local information 
of the cluster. The second situation requires the pre-hop 
CH to broadcast RREQ on the control channel to form a 
new path, which is achieved in the process of route 
discovery. The third situation requires the source node to 
resend RREQ again. 

4.3 Channel Assign

Similar to the on-demand routing sc
[2, 8], we also require that the RREP should be sent on the 
working control channel of a pre-hop node (or CH). As 
discussed before, the control channel information of the 
pre-hop node can be extracted from the RREQ message. If 
the pre-hop node is a gateway, it will broadcast its 
working control channel information whenever it changes 
its channel.  

The channel assignment strategy has been studied 
widely. Most conventional schemes focus on QoS 
requirement, i.e., cumulative delay and channel capacity. 
In this section, we first discuss the drawback of a 
cumulative delay based routing metric (also known as 
DORP in [46]), followed by our proposed new routing 
metric based on node capacity. 

In [46, 47], the cumulative delay consists of two parts: 
node delay (DN) and path delay (DP). DN consists of the 
switching delay ( switchingD ) between frequency bands, and 

the backoff delay ) in a frequency band. The DN 

depends on the number of traversing flows as well as the 
frequency bands used by them. The switching delay can 
be represented as [46]: 

( backoffD

12switchingD K MBand Band                     (4.1) 

where K is a positive constant (suggested as 
10 /1ms in [8, 46, 47]) and iBand is the frequency 
band fr ode’s active band set of 

0MH

m n
z  

o M bands. The back 
tained as [47]: 

   
off delay b is o

           

01

1

1
( )

(1 )(1 (1 ) )i

backoff i

Num
c c

D Num W

p p 



  

         (4.2)

where is number of nodes that are competing for 

end-to-e

no

 Fig. 6(a), Flow 1’s route is established between 

 

 iNum  

channel access, cp is probability that a contending node 

experiences collision, and 0W  is minimum contention 
window size. 

The cumulative delay (i.e., nd routing delay) only 
considers the minimum delay of a new flow. The DP does 

t consider existing active data channel. As a result, the 
cumulative delay based routing metric proposed in [46, 
47] cannot obtain minimum average end-to-end delay for 
all flows.  

We illustrate the proposed channel assignment concept 
in Fig. 6. In
nodes 4 and 5. Since the destination node assigns channel 
1 to Flow 1, node 2 must work on channel 1 in order to 
forward Flow 1, and it also assigns channel 1 at the 
receiver side because source node 4 can only work on 
channel 1. To set up route for a new data flow (denoted as 
New Flow), node 3 assigns channel 3 at the receiver. 
Node 2 must assign channel 3 to forward such a new flow. 
According to equation (4.2), node 2 is supposed to assigns 
channel 1 in order to reduce backoff delay of DN, 
compared with the assignment of channel 3. Moreover, 
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the switching delay of DN with assigning channel 1 and 3 
is the same according to equation (4.1). However, 
assigning channel 1 will increase the entire DP which 
contains switching delay and backoff delay along the 
path node 1—> node 2—> node3. Hence, in Fig. 6(a), 
node 2 will assign channel 3 at the receiver using DORP; 
whereas, in Fig. 6(b), node 2 will assign channel 1 at the 
receiver using our proposed routing metric and forward 
the flow on channel 3. 

6
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Fig. 6: Channel assignmen ults: (a) cumulative delay 
routing metric; and (b) o roposed routing metric. 

 

Since the path is determined by the largest path 
vailability probability, the capacity of each node 

de

t res
ur p

a
termines the average end-to-end delay for all flows in 

CRN. We define node i ’s capacity as 

, ,

M

i j i jT b
1

,
1 1

( )

j
i M M

i j switching backoff j
j j

T D D Num
 

 


  

              (4.3) 

where M is the number of active channels for node , 
is the service time of node on channel , wh  

i
ichand ,i j

is known to node i . A larger value of i

T  i  j

  can reduce the 
rage end-to-end delay or improve the thro ghput, as 

we will see in our experiments in Section 5. 

As shown in Fig. 6(b), our proposed node capacity based 
routing strategy assigns channel 1 at the re

ave u
 

ceiver part of 
no

e performance of CRN 
s 

d

rizontal range, with a vertical 
ra

  the  Lowest  ID 
cl

de 2 since channel 1 introduces a smaller backoff delay 
(compared with channel 3) and has a larger node capacity 
(see equation 4.3). The channel assignment strategy of Fig. 
6(b) is better than Fig. 6(a), since node 1 in Fig. 6(a) has a 
large switching delay and a deaf problem exists between 
node 1 and node 2. The join message and leave message 
should be sent out to avoid this problem. In summary, the 
cumulative-delay-based routing metric may increase the 

average end-to-end delay or reduce the throughput, compared to 
our proposed node capacity metric.  

5.  EXPERIMENTAL RESULTS 

In this section we discuss th
clustering, channel assignment and routing scheme

iscussed in Sections 2 – 4. 

The simulation set up uses 10km×10km×2.5km area, 
where 10km×10km is the ho

nge of 2.5km (the height range is [0.5km, 3km]). We 
consider 10 PUs, 10 available channels, 100 secondary 
users, and 10 target areas. The transmission range of each 
CRN node is [0.1km, 3km], and the interference range of a 
PU is 1km, which are determined by the RF transmit 
power and receiver sensitivity. The average number of 
clusters and the connectable probability of the CRN, are 
calculated by 1000 random deployed scenarios. The 
average number of clusters tries to show how many 
clusters are formed with different clustering algorithms; 
while the connectable probability of the CRN shows the 
probability that the formed clusters can connect with each 
other. Since the primary as well as secondary users are 
deployed randomly, the statistical values are calculated 
after the nodes fly for a period of 100s. 

5.1 CRN Clustering Performance 
Figures 7 and 8 compare the performance of the 

proposed, the Max  Node  Degree  and
ustering schemes. Here, the longevity of the topology 

structure is 100T s with link availability 
probability 0 0.9P  . In Fig. 7, we set the maximum node 
speed as 50m/s in each direction. 

In Fig. 7(a) and Fig. 8(a), we observe that the Lowest ID 
clustering scheme produces the largest average number 
of

r of clusters increases when the number of nodes 
an

 clusters, since it does not consider the topology 
structure and node importance in CRNs. On the other 
hand, the Max Node Degree clustering scheme reduces 
the number of clusters, since it selects the nodes with the 
largest number of neighbors as CHs. Hence, the Lowest 
ID clustering scheme that generates more CHs has a 
larger connectable probability of the whole CRN than the 
Max Node Degree clustering scheme (see Fig. 7(b) and Fig. 
8(b)). 

In Figs. 7(a) and 8(a), we also observe that the average 
numbe

d maximum speed increases. Since our proposed 
clustering scheme considers the node degree, it forms the 
lowest number of clusters which is almost the same as the 
Max Node Degree scheme. Moreover, our proposed 
clustering scheme also considers the link availability 
probability, it generally achieves the highest connectable 
probability of the CRN which is almost the same as the 
Lowest ID scheme (see Figs. 7(b) and 8(b)). Note that the 
Lowest ID scheme forms the largest number of clusters 
and its performance depends on the location of nodes 
with lowest ID. Since our proposed clustering scheme 
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considers not only node degree but also the link 
availability probability, it could tradeoff between the 
number of clusters and connectable probability of the 
CRN. 
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Fig. 7: Performance of clu ing schemes for varying 
n , 
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Fig. 8: Performance of clustering schemes for maximum node 
speeds (a) Average number of clusters, and (b) Connectable 

probability of the CRN. 

Therefore, our proposed clustering scheme is more 
suitable to CRN topology management than the other two 
schemes as it forms the lowest number of clusters and at 
the same time achieves the highest connectable 
probability of the CRN. 

5.2 Control Channel Selection Performance 

Next, we compare the performance of our node 
contraction and DPSO control channel selection schemes 
with the graph coloring scheme [30], which is a typical 
spectrum allocation scheme in CRNs. For this, we 
calculate three statistical values: the normalized delay, the 
normalized throughput, and the optimization function 
(equation 3.3) for 100 randomly deployed CRN cases. The 
normalized delay and normalized throughput are: 

Normalized Delay
( 1) ( 1)hop sw

Delay

I t M t


  
 

,

Normalized Throughput
max{ , {0,1, , 1}, {0,1, , 1}}

sum

n m

U

I b n I m M


     
where Delay was defined in equation (3.1) and sumU  was 
defined in equation (3.2). The performance of three 
schemes is shown in Figs. 9-12 by varying the number of 
clusters, available channels, PUs and weight coefficients. 
The 1-hop transmission time t  depends on the CCC 

bandwidth, the packet size, the packet loss rate, etc. 
During the CCC selection, information about a cluster (ID, 
position, velocity, and available channels for each node) is 
stored in a packet. Note that the channels suitable for 
CCC are non-contiguous and their bandwidth is narrow 
(10kHz to 100kHz). We therefore set ms and 

hop

200t 

10t
hop

sw  ms [8] in our simulation. In Figs. 9-11 the weighted 
coefficient  is 0.5. The particle number is 50 and the 
number of iteration times is 100 for DPSO scheme in our 
simulations.  

(a) 
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Fig. 9: Performance of three common control channel 
selection schemes for varying number of clusters: (a) 

normalized delay, (b) normalized throughput, and (c) 
optimization function. 
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Fig. 10: Performance of three common control channel 
selection schemes for varying number of available channels: 

(a) normalized delay, (b) normalized throughput, and (c) 
optimization function. 
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Fig. 11: Performance of three common control channel 
selection schemes for varying number of PUs: (a) normalized 

delay, (b) normalized throughput, and (c) optimization 
function. 
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Fig. 12: Performance of three common control channel 
selection schemes for varying values of weighted coefficient 
 : (i) normalized delay, (b) normalized throughput, and 

(c)optimization function. 
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The DPSO scheme achieves better delay, throughput 
and optimization function performance than the other 
two schemes. However, it needs more time to converge to 
the best solution. Its execution time is a linear function of 
particle numbers, iteration times, the number of CHs and 
available channels. The computational complexity of the 
node contraction and graph coloring schemes is only a 
linear function of the number of CHs and available 
channels. The node contraction scheme has the smallest 
time consumption. In Fig. 4, after labeling out the CH 
with maximum channel reward, the node contraction 
scheme assigns a common channel to CHs in its multi-
hop neighboring CHs each time. As a result, it consumes 
less time than the graph coloring scheme, which assigns a 
common channel to CHs in its 1-hop neighborhood each 
time (see the flow chart of graph coloring scheme in [30]). 

 

Fig. 13 shows the control channel selection results for 
the three schemes. A total of 20 CHs are selected with 
weighted coefficient  of 0.5. The solid circle represents a 
single channel working node, while an empty circle 
represents a gateway. We observe that the node 
contraction algorithm uses the minimum number of 
channels to construct control channel, while DPSO uses 
more channels to optimize the equation (3.3). 
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Fig. 13: Control channel selection results for the three 
schemes: (a) Node contraction, (b) Graph coloring, and (c) 
DPSO. The solid circle represents a single channel working 

node, while an empty circle represents a gateway. 

 

5.3 CRN Routing Performance 

In this section, we compare the performance (i.e., 
average end-to-end delay and packet delivery ratio) of 
our routing scheme with the K-hop distinct [44, 45] and 
Spectrum aware DORP [46, 47] routing schemes for the 
static as well as mobile nodes. It is pointed out in [44, 45] 
that the spectrum assignment should use the K-hop 
distinct scheme in order to reduce the interference and 
achieve high utilization. On the other hand, [46, 47] argue 
that the spectrum assignment should consider the 
cumulative end-to-end delay. However both schemes 
assume that the CRN nodes are static. 

(a) Static Nodes 

The simulation parameters are the same as discussed 
2nd paragraph of Section 5, and clusters and control 
channel are formed according to Section 2.4 and Section 
3.1, respectively. In total, 100 CRN nodes are randomly 
deployed, and the source / destination nodes are 
randomly selected from the nodes. In the simulation, 1-
hop transmission time between two nodes A and B is not 
constant and determined by the hop distance and 
communication range for the assigned channel. The 1-hop 
transmission time ( ) of node A on channel m is given 

by,  
,A mT

, 2

( , )

( , )A m hop

b A m
T

Dis A B
 T                        (5.1) 

The delay variation is due to two reasons: 1) a larger 
means a higher signal-to-noise ratio (SNR), which 

can reduce the number of retransmission times; and 2) 
under the same bit error rate, we can use a higher level 
digital modulation scheme when  is larger. In Fig. 
14, the three schemes execute routing protocols under the 

( , )b A m

( , )b A m
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same topology structure in each scenario, and use the 
same route paths with different channel assignment 
schemes for each data flow. Since the source and 
destination nodes are selected randomly in each scenario, 
the simulation results show fluctuations. 

In Fig. 14, our proposed channel assignment scheme 
has the lowest end-to-end delay. Since our proposed 
scheme considers the node capacity (equation 4.3), it can 
process packets faster, and thus results in lower average 
end-to-end delay. The DORP scheme takes single flow’s 
cumulative delay as a dominant factor, and tries to reduce 
the end-to-end delay. It does not consider the node 
capacity in each flow. On the other hand, the K-hop 
distinct scheme (we set K=3 in our simulation, which is a 
typical value [44]) tries to switch between channels to 
avoid interference. As a result, the cumulative delay 
increases with number of active flows, which also 
increases the switching delay in each node, as pointed out 
in [46]. 
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Fig. 14: Performance of three channel assignment schemes 
for static CRNs. 

 

(b) Mobile Nodes 

In our CRN scenario, the airborne nodes move at a high 
speed. We use our proposed link availability model (see 
Section 2.3) and select the most stable path with the 
highest path availability probability. We assume the use 
of the maximum available transmission range.  

Note that the link availability and path availability 
probability, which were defined in Sections 2.3 and 4.1, 
respectively, are not used in DORP and K-hop distinct 
routing schemes [44 - 47]. Those schemes assign channels 
based on the cumulative end-to-end delay and radio 
interference, respectively. In our simulations, we use our 
channel assignment scheme to first find out the channel 
set with the link availability probability larger than 

uring the next T  ds in RREP process, 
and then we select the path with the largest node capacity. 

Figs. 1

0 0.9P  d secon

5 and 16 compare the performance of the 
proposed routing scheme with the K-hop distinct and 

D

delay and 
pa

100

ORP schemes for different maximum node speeds and 
number of active flows. In Fig. 15, only one flow is 
transmitted. We observe that our proposed routing 
scheme has the lowest average end-to-end delay (see Fig. 
15(a)) and highest packet delivery ratio (see fig. 15(b)) 
when the node speed varies from 10m/s to 100m/s. This 
is because our channel selection scheme considers the 
node capacity and tries to select a channel with maximal 
data processing capacity for packet transmission. Since 
the initial conditions (such as the initial position and 
velocity of source and destination nodes, and the target 
position) are randomly selected, the simulation results 
fluctuate in different dimensions (X-axis). The K-hop 
distinct scheme sometimes performs better than the 
DORP scheme, depending on the number of hops on the 
route. Since a route with a larger number of hops often 
has more interference; the K-hop distinct scheme 
performs better as it reduces the interference.  

Fig. 16 illustrates that the proposed routing scheme 
generally has the best average end-to-end 

cket delivery ratio for varying number of active flows. 
We have used the maximum node speed of 20 m/s in 
each direction. Since our proposed routing scheme 
considers the node capacity, its packet delivery ratio is 
three times compared with DORP and K-hop distinct 
schemes when the number of active flows is 6 in Fig. 
16(b)). As a result, the queuing delay caused by its own 
packets increases the average end-to-end delay in Fig. 
16(a) for this case. We observe a similar behavior in Fig. 
16(a) for the K-hop distinct routing scheme when the 
number of active flows in 8. From Fig. 16(b), we observe 
that our proposed routing scheme has the highest packet 
delivery ratio, except when the number of active flows is 
8 and 9. For these two values of active flows, the K-hop 
distinct scheme performs the best. A larger number of 
hops in the route in our scheme may introduce more 
interference which causes more packets losses. However, 
our proposed scheme delivers the packet at a faster rate. 
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Fig. 15: Performance of three channel assignment schemes 
for mobile CRNs for maximum node speed in each direction: 
(a) average end-to-end delay, and (b) packet delivery ratio. 
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Fig. 16: Performance comparison of three channel 
assignment schemes for mobile CRNs for a number of active 

flows: (a) average end-to-end delay, and                              
(b) packet delivery ratio. 
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In this paper, we discussed a novel routing scheme for 
a high-mobility CRN scenario consisting of UAVs for 
surveillance, by considering the path stability and node 
capacity. We establish the CRN path based on link 
availability probability. Such a routing is integrated with 
a clustering scheme which considers the node importance 
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DPSO has the best performance, while the node 
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information exchanged among multi-hop neighboring 
nodes and produce more overhead in the cluster 
formation process. However, the number of clusters will 
dramatically decrease, which will reduce the computation 
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demand routing with dynamic channel assignment. Since 
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control channel selection schemes to find out the stable 
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These schemes will also support stable and low-delay 
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work will investigate the control channel selection 
scheme in a 3-D physical terrain based on space 
segmentation algorithms, as well as the multimedia 
transmission performance in such a CRN routing scheme. 
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