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Low-Power, Intelligent Sensor Hardware Interface
for Medical Data Preprocessing
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Abstract—This work proposes an interface design of a low-power
programmable system on chip for intelligent wireless sensor nodes
to reduce the overall power consumption of the heart disease moni-
toring system, by lending them the capability of processing complex
functions and performing rapid computations on a large amount
of data at the node. This facilitates the node to intelligently moni-
tor a medical signal for impending events instead of transmitting
the signal to the base station constantly. Lowering the transmission
data rate decreases the transmission power consumption in a node,
thereby lengthening the node life and in turn increasing the reli-
ability of the network. This work also implements a thresholding
technique, which controls the data transmission rate depending on
the value of the monitored signal, and a cardiac monitoring sys-
tem that performs computations at the node for the detection of
either a skipped heart beat or a reduced heart rate variability, in
which event the signal is transmitted to the base station for mon-
itoring/recording or alerting the crew. The performance analysis
of the system shows that there are reductions in the system power
consumption and data transmission rate, which in turn reduces the
network traffic and averts congestion.

Index Terms—Biomedicine, energy-efficiency, hardware inter-
face, sensor hardware design, wireless sensor networks.

I. INTRODUCTION

W IRELESS sensor networks (WSNs) consist of a num-
ber of sensor nodes that are deployed over a region for

wirelessly monitoring real world data. Ongoing developments
in wireless communication, integrated circuit design and micro-
electromechanical systems have resulted in smaller, low-power,
low-cost sensors and electronic devices, which make WSNs a
reality. A single tiny, untethered node relies on its limited lo-
cal resources and has minimal capabilities. However when a
number of these tiny, untethered nodes are sprinkled in a re-
gion, they are able to extend their capabilities through advanced
networking protocols to hop data autonomously from one node
to another before reaching the distant destination. Collectively,
these nodes have a substantial processing capability. WSNs are
increasingly versatile with the miniaturization of sensor nodes
and can be used for a wide range of applications [1]. WSNs have
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Fig. 1. PSoC mixed-signal interfaced sensor platform.

enormous potential benefits in the area of physiological moni-
toring and biomedical applications. It achieves patient mobility
that facilitates the physiological study of patients or subjects
during their normal activities. Remote physiological monitor-
ing for vital signs, such as blood pressure, electrocardiogram,
pulse, and body temperature, enable patients to receive a better
medical care and helps maintain their health. It is useful for diag-
nostic and research purposes whereby, a collection of data from
subjects is required over a long period of time. A good example
is the study of heart rate variability (HRV) [2] of subjects over a
period of 24 h for the study of the risk of heart attacks. We have
designed cardiac sensor networks [3]–[5] and used a simulator
to generate all types of irregular heart beat signal patterns.

For applications requiring detailed monitoring over a long pe-
riod of time using wireless sensor nodes, the finite power budget
of individual nodes is a primary design constraint. Key to in-
creasing power efficiency in individual nodes is to reduce the
amount of transmitted data, as the radio transmission consumes
a major percentage of total power. Since the computation cost is
several orders lower than the communication cost at individual
nodes [6], local processing of the monitored data points and
transmitting fewer data bits over the network especially over a
long distance would save a substantial amount of power. Usu-
ally, the computational capabilities within individual nodes are
limited and the sensor node requires external custom amplifica-
tion or filtering circuitry.

This paper proposes a novel approach of interfacing a highly
versatile programmable system on chip (PSoC) mixed-signal
array with a wireless sensor node MICA2 from Crossbow Inc.,
as shown in Fig. 1. The purpose is to extend the computa-
tional capabilities of the node, while keeping its power con-
sumption in check. A PSoC mixed-signal array is a low-power
PSoC that allows programming of analog and digital (mixed-
signal) components that are typically used in embedded system.
It also has an inbuilt microcontroller, which integrates and con-
trols all of the programmed components. With the extended
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computational capabilities of this mixed-signal array, complex
filtering and triggering functions as well as application specific
data compression or suppression algorithms can be implemented
at individual nodes. This can further reduce the data to be trans-
mitted over the network, resulting in reduced transmission time
and significant reduction in network traffic.

In this work, the reduction of transmission data is achieved on
a thresholding principle: the raw sensor readings are compared
to a threshold value. If the reading is above the threshold, it is
transmitted to the base station immediately; however, if it is be-
low the threshold, it is transmitted after being averaged out with
other sensor readings below the threshold. The sensor readings
below the threshold are thereby suppressed, reducing transmis-
sion data and saving power consumption in communications.

Moreover, an application of PSoC interfaced sensor node
in physiological monitoring is developed and analyzed, which
further proves that the low-power PSoC’s computational capa-
bilities helps reduce transmission data and network traffic to a
substantial level. It measures the HRV using a statistical method
and monitors the cardiac signal for skipped beats as well. HRV
refers to the alterations in the beat-to-beat heart rate [7]. Re-
duced HRV is used as a marker of unhealthy conditions. The
PSoC continuously processes the cardiac signal and computes
the HRV and at the same time keeps looking for a skipped
heart beat. Only when a heart beat is skipped or when the HRV
drops, the sampled cardiac signal is sent back to the base station,
reducing the transmission workload over the network.

The rest of this paper is organized as follows. Section II
reviews the related work in wireless sensor-based cardiac mon-
itoring. Section III presents experimental hardware and soft-
ware platforms. Section IV investigates the intelligent wireless
sensor interface design between PSoC and MICA2. Section V
describes the application of a PSoC interfaced MICA2 for a car-
diac monitoring system. Section VI shows experimental results
and analyzes the improved system performance. Section VII
concludes the paper and outlines future works.

II. RELATED WORK

Wearable, unobtrusive devices that monitor the patients for
vital signs are currently being studied extensively. WSN has
an enormous potential in this area. Harvard University is cur-
rently working on project “Codeblue” [8], which is developing
hardware as well as software platforms of medical sensor net-
works using motes supplied by Crossbow Inc., San Jose, CA.
They have also developed medical sensors such as EKG [9],
pulse oximeter sensor, and motion activity sensor based on the
popular MicaZ and Telos mote designs. It performs real-time
data collection on the patients’ physiological status, which is
monitored and stored at the base station.

They are also studying the issues related to wireless medical-
sensor networking, such as node mobility, patterns of packet
loss, variations in data rate, etc. During their study, it was ob-
served that the packet reception ratio, i.e. the number of received
packets divided by the number of transmitted packets [8], de-
creased with the increase in the data rate, with an exception
of a single hop where the reception ratio remains pretty good

up to a data rate of 50 packets per second. A similar trend is
observed with multiple senders with a single receiver. This is
because of limitation of the available bandwidth for each node.
Also, increased data rate result in packet queues on each node
and might eventually force packets to be dropped. In their study,
it is observed that for a high reception ratio, a low data rate is
encouraged, of about five packets per second or less for ten
senders. This could be acceptable in case of blood pressure or
pulse oximetry sensors, but not for an ECG monitoring system,
which requires sending constant packets of the cardiac signal
samples.

In this work, the whole system design is optimized for car-
diac data compression and low-power wireless transmission. We
demonstrate that by interfacing a PSoC to MICA2, a wireless
ECG monitoring system can be developed that sends out data
only when the cardiac signal might seem abnormal, or send
back the estimates of HRV. This will reduce the network traffic
after lowering the data transmission rate of an ECG monitoring
device.

III. HARDWARE AND SOFTWARE PLATFORMS

A. Wireless Sensor Hardware and Software Platform

Our design is based on a tiny wireless sensor platform, called
Mica2, created by Crossbow Inc. [10]. It uses an Atmel mega
128L microprocessor as its central processor, a Chipcon CC1000
tranceiver, and an external flash memory of 512 KB. The pins
of the microcontroller are brought out to a 51 pin expansion
connector, of which some of them are analog I/O’s that are
inputs to an analog to digital converter (ADC). The sensor board
can hence directly connect the analog equivalent of the sensing
element to the ADC of the microcontroller. It is powered on by
2 AA batteries.

TinyOS [11] is an operating system designed specifically for
WSN. The 4 KB of RAM space, which is shared among the
stack, global variables, and all the static variables, puts a very
tight memory constraint on the system. Therefore, it is designed
to minimize the code size and facilitate faster implementation
using a modular architecture. TinyOS as well as its customized
application on MICA2 are written in NesC programming lan-
guage. It supports a programming model that allows component-
based programming and event-driven execution, thereby sup-
porting a flexible concurrency model.

B. PSoC Hardware Platform

The PSoC family supplied by Cypress consists of an array
of configurable analog and digital blocks with a central mi-
croprocessor. It is very useful in building customized designs
on one chip. PSoC architecture has a central processor, Data
SRAM, flash program memory, configurable analog and digi-
tal blocks, programmable I/O ports, clock generator, and some
other system resources. The M8C microprocessor is a powerful
processor with an 8-bit Harvard architecture and can operate
on speeds as high as 24 MHz. The general purpose I/O pins
(GPIO) allow great flexibility for external interfacing, because
each pin’s drive mode can be selected from eight options and it
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also has an option to generate an interrupt in case of predefined
events at a pin. The PSoC family has different device groups
based on the digital/analog pin count, the program memory, data
memory and the number of configurable digital/analog blocks.
These device groups are further divided into different parts de-
pending on the package type and pin count. In this work, we use
PSoC chip CY8C27443, 28 pin PDIP package, which has eight
configurable digital blocks and 12 configurable analog blocks.
It has 256 bytes of RAM and 16 KB of program memory. The
range of supply voltage for PSoC varies from 3.0 V to 5.25 V.

C. PSoC Software Platform

The PSoC design software needs to be different from those
used for programming traditional fixed function microproces-
sor because of the configurable analog/digital hardware blocks.
The PSoC designer integrated development environment (IDE)
developed by Cypress Microsystems, San Jose, CA, is an inno-
vative software development environment for PSoC. It is a GUI-
based design suite that simplifies the designing of the config-
urable blocks, provides the libraries for developing customized
application code, and also provides advanced debugging tools
using an emulator to support the programming of the PSoC chip.

The PSoC application code is developed in three main stages:
(1) Device editor (DE) allows the user to choose the functional
component (e.g. ADC, filter, timer, counter, etc.) for each of
the analog/digital blocks. (2) Application editor (AE) allows the
user to write the code either in C language or assembly language.
The analog/digital blocks must be initialized in the code using
the generated component libraries. It also gives access to the
interrupt service routine. (3) Debugger: Debugging is the last
step in the development process of PSoC. PSoC designer IDE
provides an in-circuit-emulator, which allows debugging at the
full operating speed of PSoC. It allows the user to define complex
breakpoint events and large trace buffers that allow the user to
monitor registers, memory locations, etc.

IV. INTELLIGENT WIRELESS SENSOR “INTERFACE” DESIGN

This section will discuss our implementation of the interface
between MICA2 and PSoC in detail. It focuses on the hardware
setup and programming of the devices. Both MICA2 and PSoC
support universal asynchronous receive/transmit (UART) serial
communication. MICA2 supports a baud rate of 57 600 bits per
second. The UART pins in the MICA2 mote is brought to the
51 pin connector. However, since this is a development phase,
direct soldering on the machine soldered components of MICA2
sensor node is avoided. Instead a breakout board is used, which
brings out the signals at the 51 pin connector. The breakout
board (the serial gateway MIB510CA) is made available by
Crossbow Technology Inc. [10]. The serial gateway provides a
RS232 interface, converting the UART signals to RS232 using
MAX-3223I chip. It has a 9-pin RS232 connector. This board
is generally used for interfacing the mote with the base station
or for programming the motes, using its onboard processor.

A. Programming PSoC for UART Serial Communication

For the PSoC to be interfaced with MICA2, its digital blocks
need to be programmed to support UART communication at
a baud rate of 57 600 bps. This section describes in detail the
programming of digital and analog blocks of PSoC for sampling
the sensor signal and then transmitting it serially to MICA2.

1) Amplifier: The programmable gain amplifier (PGA) uses
only one peripheral (analog) block. It is used to provide high
input impedance to the transducer. In our design, the PGA is
programmed for unity gain, the reference is selected as a GND,
and the analog bus is disabled. For a unity gain, the output MUX
is connected to the top of the resistor string and feedback to the
inverting input. The transfer function of the PGA is therefore as
follows:

VO = (VIN − VGND)
(

1 +
Rb

Ra

)
+ VGND . (1)

Equation (1) is compatible to any standard amplifier, where
the input voltage is VIN , output is VO , VGND is the ground
reference, Rb and Ra are the amplifier resistors. The DE of the
PSoC automatically programs the appropriate resistor values
(Rb and Ra ) depending on the user-defined gain value.

2) Analog to Digital Converter: The PSoC has a number
of different ADC’s to select from depending on the required
sampling rate, resolution, SNR, and the number of peripheral
analog/digital blocks available. It offers incremental type (algo-
rithmically equivalent to a dual slope type), successive approx-
imation as well as delta–sigma ADC’s.

In our design, a variable resolution incremental ADC has been
selected, because of its flexibility to finely tune the sample rate
and change the resolution as per the application requirement
during the development stage. It uses integrator, comparator,
reference signals, counter, and a pulse width modulator (PWM).
In our design the ADC has been programmed for a resolution of
11 bits and the data clock 2.4 MHz. It uses one analog peripheral
block and three digital peripheral blocks for 8-bit counter and
16 bit PWM.

3) UART Blocks: UART blocks use two digital peripheral
blocks, one for receiving and the other for transmitting. It is
required to be programmed for a bit rate of 57 600 bps for inter-
facing with MICA2. The input clock to the UART blocks needs
to be eight times the required baud rate. Hence, the clock is
460.8 KHz. The transmit interrupt request is enabled; there-
fore, once a transmit register is empty the microcontroller is
interrupted to send more data.

4) DE Placing and Routing: The UART blocks, PGA, and
the ADC are placed in the DE. They are programmed to route
the signals correctly. The output of the PGA is routed to the
input of the ADC, and the UART receives and transmits signals
that are routed to the port pins. The global resources and the
user-parameters for each of the programmed components are
defined in the DE.

5) UART to RS232 Conversion at PSoC End: The UART
voltage signals from the PSoC chip vary between 0 V and 5 V
as per the TTL/CMOS voltage levels. This needs to be converted
to RS232 levels that vary between 12 V and −12 V. RS 232 is
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a more reliable serial communication protocol; because it has a
greater noise margin.

B. MICA2 Programming

The remote mote must be programmed such that it is able to
receive the data serially from the PSoC and transmit it wirelessly
to the base mote. On the other hand, the base mote must be
programmed such that it is able to receive data sent by the
remote mote and transmit the data to the computer. TinyOS has
a built-in application code (called TOSBase) that can bridge
the serial and wireless channel. Whenever it receives a packet
serially through UART, it transmits it wirelessly to the other
mote, or, when it receives a radio packet wirelessly, it transmits
it serially, in most applications to a base station.

C. Base Station Setup

At the base station to which the base mote is connected seri-
ally, the computer must continuously listen to the serial port for
the received packets. It must be able to extract the sampled data
from the packets. TinyOS developers have provided with a Java-
based program, called SerialForwarder [35] that listens to the
specified serial port at a user-defined baud rate. Another Java-
based program, called Oscope [35], is provided to the users.
This program is run in conjunction with the SerialForwarder.
It retrieves the packets from the SerialForwarder and is able to
correctly decipher the TOS message structure. It then displays
the sampled data in a graphical display. In our base station setup,
we program the SerialForwarder to listen the serial port at a baud
rate of 57 600, since that is the serial baud rate of MICA2.

V. ENGINEERING APPLICATIONS OF INTELLIGENT SENSOR

INTERFACE

This section discusses the application of a PSoC interfaced
MICA2. It includes two parts: a thresholding principle and a
cardiac monitoring system.

A. Thresholding Implementation

Thresholding is used to reduce the transmission data by sup-
pressing the data below a predetermined threshold value. In our
prototype design, ten sensory signal samples are saved in an
array. These samples are then compared to the threshold value.
If all the samples are below the threshold, their average is com-
puted and added to the data payload. Once the entire payload
is filled, the packet is ready to be sent. However, if any sample
in the array is above the threshold, the entire array of all ten
samples are sent immediately to the base station. It does not
require programming of extra peripheral blocks. Such a system,
where the transmission rate is controlled by the value of the
element being monitored, is useful in the implementation of an
auto-controlled indoor environment where a quick action is re-
quired to be taken to bring the sensed element back below the
threshold.

Fig. 2. Illustration of data samples. Upper: before thresholding; Lower: after
thresholding.

The sample rate of the implemented system is given by the
following:

SampleRate =
DataClock

2Bits+2 + CalcTime
(2)

where DataClock = 2.4 MHz, Bits = 11 bits, and CalcTime
= 114. Hence, the sample rate is about 289 Hz. While above
the threshold, at least 28 packets are required to be transmitted
per second since each packet contains ten samples; however,
below the threshold only three packets are required to be sent
per second, because for every ten samples, one average value
is computed. Therefore, a packet containing ten average values
carries the information of 100 samples below the threshold.
Such a system reduces a great deal in the data volume when the
sample values are below the threshold.

Fig. 2 shows the data samples displayed in the Oscope GUI.
The upper part shows the data samples before implementation,
and the lower part shows the results after implementation of
the thresholding technique. It can be seen that the number of
packets with data values below the threshold is reduced by a
considerable amount.

B. Cardiac Monitoring System

1) Concept of Monitoring the Cardiac Signal Within the
PSoC: In case of a wireless cardiac monitoring system, the
sampled cardiac signal would need to be transmitted to the base
station constantly at a minimum rate of ten packets in 1 s (i.e.
a sampling rate of about 100 Hz). If there is more than one
patient monitored at the same time, then it would result in net-
work congestion and the average reception ratio would begin to
drop, and the cardiac signal would appear distorted at the base
station, which makes it difficult to monitor the signal precisely.
Hence, a cardiac monitoring system was conceptualized using
the PSoC for monitoring either a skipped heart beat or for a
drop in the HRV. Only after the occurrence of either event is the
sampled cardiac signal transmitted to the base station. Such a
system takes advantage of the analog front end of the PSoC and
its low-power computational capabilities.
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Fig. 3. Illustration of measuring the RR-interval using PSoC.

The HRV of a cardiac signal is measured by computing the
standard deviation (SD) of the RR-interval that varies periodi-
cally and therefore its SD must not be too low. If the SD reduces,
then it is used as a marker for unhealthy conditions or a possible
indication of an impending heart attack. The SD is defined as

SD =

√√√√ 1
n − 1

n∑
i=1

(xi − x̄)2 (3)

where n is the number of samples, xi is the value of ith sample
(or RR-interval), x̄ is the average of all the samples (i.e. average
of all the RR-intervals).

2) Measuring the RR-Interval: In our design, the R-wave is
detected using an analog comparator. The reference value of the
comparator is set such that it detects the positive edge of the
R-wave, as shown in Fig. 3. The output of the comparator is
fed to the capture input of a 16-bit timer. The timer is set to a
capture interrupt, which copies the value of the count register to
the compare register of the timer when it encounters a positive
edge at the capture input. It also interrupts the microcontroller to
read it. The timer continues to run; hence, when the next capture
interrupt occurs, the user only needs to subtract the present
captured value from the previous one to measure the elapsed
time between the two interrupts, which is the RR-interval. In
the system implementation, peripheral blocks such as an analog
comparator and a 16-bit timer need to be programmed. The
procedure is described as follows.

1) Measuring a Skipped Beat: To detect a skipped heart
beat, a counter is used, which resets itself each time an R-
wave occurs. If an R-wave does not occur for an interval of
1.92 s, a variable is flagged to indicate a skipped heart beat,
and the sampled cardiac signal is immediately transmitted to
the base station for recording/monitoring purpose. However, to
measure an interval of 1.92 s, a different approach is utilized.
Only one digital block is available after programming the other
components; therefore, an 8-bit counter is programmed. The
counter is set to interrupt approximately every 3.88 ms, using
a clock of 32.967 KHz (derived from the system clock). A
timeout variable is utilized to measure the interval of 1.92 s.
It is decremented every 3.88 ms in the counter-ISR from an
initial value of 500. When the timeout variable reaches zero,
about 1.92 s would have elapsed. The timeout variable is set
back to 500 within the GPIO ISR. The GPIO interrupt occurs
during the positive edge of the comparator output (Fig. 3). The
GPIO interrupt is generated by routing the comparator output to

one of the PSoC pins and enabling an (positive) edge triggered
interrupt at the pin. This way the timeout variable will reach
zero only when an R-wave fails to occur for a period of 1.92
s. Programming of the counter and the GPIO interrupt will be
discussed next.

2) Placing and Routing in the DE: To implement the de-
scribed cardiac monitor, an analog comparator, a 16-bit timer,
and an 8-bit counter are placed. The output of the PGA (dark-
green) is routed to the input of the comparator (purple), which
detects the positive edge of the R-wave. The output of the ana-
log comparator is routed to the capture input of the 16-bit timer
(light blue) and the GPIO Port 0 [12]. The GPIO interrupt is en-
abled for a positive edge on Port 0. An 8-bit counter (light-green)
is placed in the last available digital peripheral block. Both the
timer and the counter are clocked by a 32.967 KHz clock, which
is derived from the system clock using inbuilt clock dividers.
The period of each clock is approximately 30 µs. Therefore,
to set the counter to interrupt every 3.88 ms, a count of 127
(decimal) is loaded in the count register, and the terminal count
interrupt is enabled. The count register is decremented at every
positive edge of the clock, and the microcontroller is interrupted
to jump to the Counter ISR when it reaches its terminal count
of 0. The timer is initialized with a maximum count of 0xFFFF
(65 535, decimal) in the count register. It is decremented with
each clock. Since the timer interrupt is set to a capture interrupt,
care should be taken that the capture input is asserted once every
65 535 clocks (i.e. within 1.96 s); otherwise, there will be an
overflow when subtracting with the previously captured value
of the timer-count-register. This problem is overcome using the
counter, which gives indications in case that an R-wave does not
occur for 1.92 s.

3) Application Editor: In the AE, each of the peripheral
components must to be initialized and the ISR for the counter,
timer, and GPIO interrupts need to be defined. For the calcula-
tion of SD, the measured values of RR-interval are stored in an
array within the timer ISR. After ten values of RR-interval are
saved in the array, their SD is calculated using (2). In our design,
since the cardiac signal is being generated by a function gen-
erator, it has a constant RR-interval instead of having periodic
variations. Therefore, an event detection was made possible.

4) Measuring SD Over a Period of 5 min: In order to ana-
lyze the HRV, a short-term interval of 5 min or long interval of
24 h is recommended for the calculation of SD of RR-intervals.
For measuring the SD over an interval of 5 min, it would require
enough memory to store at least 300 values (60 beats per minute
is the heart rate of a trained athlete) of RR-interval so as to sub-
tract individual RR-intervals from the calculated average. The
PSoC family used in our design has only 256 bytes of RAM.
Therefore, it might require a different family of PSoC, which
has more RAM space provided. Otherwise, a different formula
of SD should be used, which can allow us to compute the SD
on the fly. The shortcut formula of SD is given here, based on
the SD formula in (2).

SD =

√
n

∑n
i=1(xi)2 − (

∑n
i=1 xi)

2

n(n − 1)
(4)
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Fig. 4. Power consumption in PSoC for implementation of the thresholding
algorithm.

where n is the number of samples, xi is the value of ith sample
(or RR-interval).

Using (4), we can calculate the SD on the fly for an interval of
5 min or more, because it only requires the current value of the
RR-interval and does not require the average value of samples.

VI. RESULTS AND PERFORMANCE ANALYSIS

A. Thresholding Performance Results

Cypress MicroSystems has made a power calculator available
to the PSoC users, which helps developers to estimate the power
consumption in the chip. It depends on the number of periph-
eral blocks used, frequency of clock used for each of them, the
number of pins and rows (on which the signals are routed) to be
driven, etc. Based on our power calculator results, as shown in
Fig. 4, we can estimate the current and power consumption for
our thresholding and cardiac monitoring system. In the imple-
mentation of the thresholding concept, with a sampling rate of
about 289 Hz, a resolution of 11 bits, a CPU clock of 3 MHz, a
power supply of 3.3 V, a low reference voltage on the SC block
(ADC), and driving only the ROW 0 output for serial transmis-
sion @ 0.461 MHz (8 times the baud rate), the estimated current
consumption is about 3.774 mA.

Table I shows the comparison results between the imple-
mented system with thresholding and the original system with-
out thresholding. For a sample rate of about 289 Hz, about 28
packets are transmitted in 1 s. It assumes that the radio trans-
mits the packets for about 80% of the time and is idle for 20%
of the time. Model 1 is the implementation without the PSoC
and Model 2 is the implementation with PSoC. Since only an
average of ten samples is sent when the samples are below the
threshold, we can see a reduction of 10% of packets while the
signal is below the threshold. In Table I, we setup three cases
to see how effective the designed thresholding algorithm in the
PSoC interface is in terms of reducing sensor power consump-
tion. Case I: Heart beating signals that are generated all below

TABLE I
EVALUATION OF POWER CONSUMPTION W/O PSOC INTERFACE

the detection threshold. Case II: For half of the experiment time,
the generated sensing signals are below the threshold. Case III:
No signals are below the threshold.

B. Cardiac Monitoring System

In order to test the SD calculated for the RR-interval of ten
samples, the debugger is used along with the fast running em-
ulator. The results are checked in the watch windows as shown
in Table II. Note that in Table II, the ten samples of RR-interval
are all around 0x8181 (33 153 in decimal). Since the clock to
the timer has a period of about 30 µs, the measured RR-interval
is about 33 153 × 30 µs = 0.9945 s, which is very close to the
applied 1 Hz cardiac signal from the function generator. To test
the system for a skipped beat, the frequency of the signal was
reduced beyond 0.5 Hz. It was noticed that the remote mote
immediately sent out the sampled cardiac signal to the base
station, because it had not detected an R-wave for an interval
of about 2 s. Initially, the timer interrupt did not read the RR-
intervals correctly. This is because of bouncing at the output of
the comparator (at the capture input of the timer). The bouncing
of the signal was causing the capture interrupt to occur at every
positive edge and record incorrect values of RR-interval. Hence
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TABLE II
WATCH WINDOW IN THE DEBUGGER RUNNING THE CARDIAC

MONITORING SYSTEM

Fig. 5. Power consumption in PSoC of the cardiac monitoring system.

Fig. 6. Distorted signal at the base station due to dropped packet.

for debouncing, a wait variable (in Table II) is used for applying
a short delay after the first positive edge at the output of the
comparator, and the impending interrupts are cleared.

The power consumption of the PSoC in a cardiac monitoring
system is calculated using the power calculator, as shown in
Fig. 5. For a system with a sampling rate of about 74 Hz, a
resolution of 13 bits, a CPU clock of 12 MHz, a power supply
of 3.3 V, a high reference voltage for the analog blocks, and
driving only the ROW 0 output for serial transmission @ 0.461
MHz (8 times the baud rate), the estimated current consumption
is about 10.939 mA. If the sampling frequency is increased
beyond 74 Hz, which is about 7–8 packets in 1 s, the packets

start dropping, due to which the display or recording of cardiac
signal at the base station gets affected. This is shown in Fig. 6.

VII. CONCLUSION AND FUTURE WORKS

This work presents the implementation of an interface be-
tween MICA2 motes and a low-power PSoC. It demonstrates
its capability of performing complex event detection. Two appli-
cations, i.e. a thresholding algorithm and a cardiac monitoring
system, were developed and analyzed for their performance. It
was observed that PSoC’s current consumption was less than
that of CC1000’s transmission current consumption in both the
applications. Therefore, a PSoC interfaced MICA2 would help
curtail the overall power consumption in an individual node, if
the PSoC successfully facilitates a reduction in its transmission
data. The reduction in transmission data in individual nodes also
gives rise to fewer packets being transmitted up and down the
network path, which in turn reduces network traffic, chances of
congestion, and keeps the reception ratio high. This reduces the
overall power consumption of the sensor network, which in turn
increases the lifetime of individual sensor nodes and makes the
network more reliable.

To commercialize this work, the PSoC interfaced MICA2
design should be further investigated to make it a more re-
liable physiological monitoring device. The threshold-based
wireless transmission triggering mechanism is a simple pro-
cessing scheme. We will add wavelet-based data mining al-
gorithms in the PSoC interface to further reduce data trans-
missions. More sensors for measuring body temperature, blood
pressure, and a patients pulse could be interfaced together along
with the impending ECG sensor for the developed application.
The PSoC sleep power is about 21.5 µW, while the Atmel
microcontroller used in MICA2s active power is 33 mW and
sleep power is 75 µW. A sleep/wake-up algorithm could be im-
plemented in medical applications with low-sampling or low-
transmission rates. The PSoC is a reconfigurable device, and
it is flexible to change the threshold, sampling frequency, and
the range of sensor readings, according to the sensing accuracy
requirements.
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